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Executive summary

This WP2 deliverable contains research results on the topic of secure multiparty computation that have been obtained during the second half of the SODA project. The overall goal of SODA is to devise optimized multiparty computation protocols that enable or make a step forward towards the application of MPC to large volumes of data. The deliverable contributes to this goal in various directions; it contains new results on secure linear algebra, protocols in the streaming setting, new MPC protocols for (obliviously) applying a function to certain elements of a sparse data set, with applications to Kaplan–Meier survival analysis, on combining two-party computation with private set intersection, and obliviously training a decision tree on a secret-shared database with continuous attributes. Below, we give a brief summary per chapter.

A Practical Approach to the Secure Computation of the Moore–Penrose Pseudoinverse over the Rationals.  This chapter presents a practical protocol for computing the Moore–Penrose pseudoinverse in a linear number of rounds (linear in the dimensions of the input matrix) over the rational numbers, by means of solving the corresponding problem over a finite field. The main practical application of this work is to securely solve systems of linear equations of which the rank is unknown.

Secure Streaming Algorithms for Sums of Frequency Moments.  A data stream is an ordered sequence of elements, possibly of infinite length, that can only be accessed sequentially. Data streams are a powerful abstraction when processing very large amounts of data.

In this chapter we devise MPC protocols in the streaming setting for computing sums of frequency moments, inspired by the well-known streaming algorithms due to Alon, Matias and Szegedy [2].

Efficient Private Map on Sparse Datasets & Kaplan-Meier Survival Analysis.  This chapter presents efficient and private “filtered map” and “filtered map–reduce” operations, where the latter is applied to Kaplan-Meier survival analysis. Specifically, the method optimizes the speed of the logrank test under MPC to decide if two Kaplan-Meier estimates are statistically different.

Combining Private Set-Intersection with Secure Two-Party Computation.  The problem of Private Set-Intersection (PSI) is a popular topic in secure two-party computation (2PC). Unfortunately, PSI protocols can typically not be plugged into larger 2PC applications since in these protocols one party (by design) learns the output of the intersection. This chapter describes a novel and efficient OT-based PSI protocol that produces an “encrypted” output that can be securely post-processed with other 2PC protocols.

Oblivious Querying of a Distributed Database  In this chapter we consider how to allow parties to do outsourced MPC on a few elements from a secret-shared database. Our specific focus in this chapter is on how to achieve this with minimal communication and computation of the parties accessing the secret-shared database. We show how to achieve this only relying on simple, symmetric cryptographic primitives, thus allowing for an implementation that could be deployed in an app or as a web-service.

Private Training of Decision Trees with Continuous Attributes  This chapter is an abstract on work where we show how to train a decision tree securely from a database that is secret-shared among multiple mutually distrustful parties. We consider data with continuous (i.e. real-valued) attributes, and
develop a secure version of a learning algorithm similar to the C4.5 or CART algorithms. We obtain a protocol, which we also implement, that obtains practical efficiency for large datasets.
About this Document

Role of the deliverable

This deliverable contains several research results on the topic of MPC tailored to the problems in data mining, and have been obtained during the second half of the SODA project. This deliverable is part of Work Package 2. The scope of this deliverable is application-oriented, with a strong focus on data mining applications. More precisely, our scope includes general building blocks relevant for data mining (such as linear algebra), as well as application-specific research work (e.g., privacy-preserving medical survival analysis).

Within this scope, our objective is to devise optimized multi-party computation protocols that enable or make a step forward towards the application of MPC to large volumes of data. In the light of the above objective, this deliverable presents several contributions, i.e., protocols for securely solving linear systems with unknown rank via the Moore–Penrose pseudoinverse, protocols for securely estimating the number of distinct secret-shared elements in a stream, realizations of the “map” and “map–reduce” functional-programming paradigms in MPC, with applications to privacy-preserving Kaplan–Meier survival analysis, combining two-party private set intersection with secure post-processing, obliviously querying a distributed secret-shared database, and obliviously training a decision tree on a secret-shared database with continuous attributes.

Relationship to other SODA deliverables

This deliverable builds upon the deliverables D1.1, D2.1, which survey the state of the art in privacy-preserving data mining, as well as upon deliverables D1.2 and D2.2, which contain the research output obtained during the first half of the SODA project.

In particular, Chapter 1 from this deliverable generalizes the linear-algebra results from the first chapter of D2.2 to a setting in which the rank of the secret-shared input matrix is unknown. In Chapter 3, the efficient private map method is applied to the Kaplan–Meier survival rate analysis, which was introduced in SODA deliverable D4.1 and is to be implemented in D4.5. Similarly, the work on decision trees from Chapter 6 serves as a basis for one of the medical predictive modelling demonstrators in D4.5.

Relationship to other versions of this deliverable

N/A

Structure of this document

The document contains six chapters covering recent research. Chapter 1 presents a new protocol for securely solving unknown-rank linear systems over the rationals via the Moore–Penrose pseudoinverse. Chapter 2 proposes protocols for securely computing sums of frequency moments, a fundamental computational task in the streaming-model-of-computation literature. Chapter 3 introduces protocols for securely performing “map” and “map–reduce” operations, which are well-known computation paradigms from functional programming. The map protocol is applied to Kaplan–Meier survival rate analysis. Chapter 4 focuses on the problem of two-party private-set-intersection with secure post-processing, and proposes a private-set-intersection protocol that produces an “encrypted” result, which can be further post-processed as a two-party secure computation. Chapter 5 proposes a new protocol for performing outsourced MPC on a few elements that are retrieved obliviously from a
secret-shared database. Chapter 6 gives a protocol and implementation for securely training a decision tree on a secret-shared dataset with continuous attributes.
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Chapter 1

A Practical Approach to the Secure Computation of the Moore–Penrose Pseudoinverse over the Rationals

1.1 Introduction

Motivated by the goal of performing elementary statistical tasks such as linear regression securely, we revisit the topic of secure linear algebra. In this paper, “securely” refers to secure multiparty computation (MPC) [25], however, our results might be of use in other settings as well, for example, for mitigating certain side-channel attacks in trusted execution environments in CPUs.

Secure linear algebra goes back to the work of Cramer and Damgård [23], who proposed constant-rounds MPC protocols for various basic tasks in linear algebra. In that paper, as well as in later papers in the same line of work, like [84, 66, 26, 75], the focus is on linear algebra over a finite field. Our goal is to obtain, in an “MPC-friendly” way, an (approximate) solution to a linear system over the real numbers. In this paper we choose to approximate real arithmetic by (exact) rational arithmetic, or, in fact, integer arithmetic, using appropriate scaling. Our main reason behind this choice is the close connection between the finite field \( \mathbb{F}_p = \mathbb{Z}/p\mathbb{Z} \) (where \( p \) is prime) and integer arithmetic, since we target MPC schemes that offer finite-field arithmetic. Hence, the protocols that we propose in this paper will employ finite-field arithmetic as a tool, rather than as a goal. We note that there are various papers targeting the same problem that explore other choices, such as secure fixed-point arithmetic (see, e.g., [82, 46]) or secure floating-point arithmetic (e.g., [14]).

In an earlier joint work with Blom and Schoenmakers [13], we focused on the case of solving full-rank systems; in this paper we deal with the unknown-rank case. Also, we would like to obtain meaningful solutions in case the system is over- or underdetermined. The Moore–Penrose pseudoinverse gives natural solutions in both cases: in the overdetermined case, which is the relevant case for linear regression, it yields the least-squares solution; in the underdetermined case it gives the minimum-norm solution.

Concretely, given a matrix \( A \) with integral elements of unknown rank, we propose a protocol for computing the Moore–Penrose pseudoinverse over the rational numbers in a linear number of rounds. The computational complexity, counted as the number of secure multiplications, is \( O(m^2n) \), where \( m \) and \( n, m \leq n \), are the dimensions of the system. In multiplicative-linear-secret-sharing-based MPC schemes, such as Shamir’s scheme, we may count a secure inner product as a single secure multiplication; in that case the complexity reduces to \( O(mn) \).
It should be rather easy to implement our protocol in any finite-field-based arithmetic secret-sharing MPC framework; beyond elementary finite-field arithmetic our protocol merely requires secure subprotocols for sampling (public) random elements, performing a zero test on a secret-shared field element, computing the reciprocal of a secret-shared field element, and computing the determinant of an invertible secret-shared matrix.

**Circumventing Rational Reconstruction.** It is well known that one can perform (bounded) rational arithmetic via arithmetic in $\mathbb{F}_p$, essentially as follows: (i) represent the rational inputs as finite-field elements, i.e., an input of the form $a/b$, for integers $a$ and $b$ and such that $|a|, |b| \leq \sqrt{p/2}$, is encoded as the element $x = a \cdot b^{-1} \in \mathbb{F}_p$, (ii) perform the computation in integer arithmetic modulo $p$, (iii) reconstruct the numerators and denominators of the results of the computation, elementwise, in the following manner. Let $y \in \mathbb{F}_p$ be an output of the computation, that corresponds to the fraction $c/d$ for integers $c$ and $d$. Then, if $|c|, |d| \leq \sqrt{p/2}$, we can uniquely reconstruct $c$ and $d$ from $y$ by reducing the two-dimensional lattice basis $\{(p, 0), (y, 1)\}$ using the Lagrange–Gauss algorithm, in the sense that the reduced basis will contain the vector $(c, d)$. This reconstruction procedure is known as rational reconstruction (see, e.g., [102])

An important drawback of the use of rational reconstruction in our scenario is that we essentially would need to double the bit-length of the finite field modulus $p$ to guarantee unique reconstruction, compared to a route without rational reconstruction (for more details, see Figure 1.1). Because arithmetic in a larger finite field is computationally more expensive, we would like to avoid the use of rational reconstruction.

In [13], a key trick for obtaining the inverse of an invertible integer matrix $B$ over the rational numbers from the corresponding inverse over the finite field $\mathbb{F}_p$ without requiring rational reconstruction, was to form the integer-valued adjugate matrix by multiplying $B^{-1}$ by $\det B$. In a similar spirit, we compute the pseudoinverse $A^\dagger$ over the finite field $\mathbb{F}_p$ and identify the conditions under which it corresponds to the pseudoinverse over the rational numbers. Essentially, this comes down to choosing $p$ sufficiently large; see Section 1.4.2. We can then obtain an integer representation of the pseudoinverse by forming the pair $(dA^\dagger, d)$, where $dA^\dagger$ is an integer matrix containing the numerators of the pseudoinverse and $d$ is the common denominator of the pseudoinverse, which coincides with the squared volume of $A$ [10], which we write as $(\det A)^2$. Figure 1.1 illustrates our approach and compares it to the alternative route of rational reconstruction.

Although taking the square of the volume is rather excessive in certain cases (for example, the magnitude of the common denominator of $B^{-1}$, for any invertible matrix $B$, equals $|\det B| = \det B$), it is essentially the price we have to pay for not knowing whether we are dealing with such a special case.

**Computing the Pseudoinverse and Its Common Denominator.** To compute the Moore–Penrose pseudoinverse of $A$ obliviously, we first compute a reflexive generalized inverse of the symmetric product $AA^\dagger A$ by means of block-recursive elimination. We then compute the Moore–Penrose pseudoinverse from this generalized inverse.

Regarding the common denominator, Springer computes $(\det A)^2$ via an integer-preserving rank decomposition [99]. To circumvent the need for constructing such a rank decomposition, we seek a simpler alternative. Ben-Israel gives a method for computing $(\det A)^2$ that requires an orthonormal basis for the left nullspace of $A$ [10]. Although an orthonormal basis might not even exist over a finite field, we can easily construct a matrix $K$ whose columns span the left nullspace of $A$. We generalize Ben-Israel’s result so that we can compute $(\det A)^2$ from $A$ and $K$. 
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We circumvent this problem by removing the preconditioner immediately after computing the reflexive pseudoinverse:

\[ \pi \circ d \circ \pi^{-1} \]

When computing the inverse of \( A \) using our approach, the reverse order law for pseudoinverses does not hold in general \([48, 50]\). In particular, it is not true that \( A^{\dagger} B = B \circ A^{\dagger} \), for invertible matrices \( A \) and \( B \).

(b) Approach using rational reconstruction. The map \( \nu \) represents the elementwise rational reconstruction procedure. All reconstructed fractions will be in lowest terms (numerator and denominator have no common nontrivial factors). There is, however, a price to be paid, in that \( q \geq 2p^2 \). Also, the map \( \nu \) (the Lagrange–Gauss algorithm) is not "MPC-friendly".

\[ \nu \circ \nu^{-1} \]

Figure 1.1: Comparison between our approach and the approach via rational reconstruction. In the diagrams, the map \( \pi : \mathbb{Q}_{m \times n} \to \mathbb{Q}_{n \times m}, A \mapsto A^{\dagger} \) applies the Moore–Penrose inverse over the rationals.

Preconditioning for Computing Pseudoinverses. As noted above, we will compute the Moore–Penrose inverse via a generalized inverse that is obtained using block-recursive elimination.

Deterministic elimination algorithms typically employ pivoting to avoid problems like division by zero. Pivoting involves searching for and applying suitable row and/or column swaps prior to each elimination step. In secure computation, however, we aim to avoid pivoting because searching for particular elements and applying data-dependent row and column swaps, obliviously, is expensive (in a computational- and round-complexity sense).

An MPC-friendly alternative is to transform the matrix to be eliminated into an equivalent matrix for which the elimination procedure will succeed without any pivoting; this approach is called preconditioning. In case of Gaussian elimination, for example, the condition of generic rank profile\(^1\) guarantees that pivoting can be omitted. As we prove in this paper, generic rank profile is also a sufficient condition for correctness of the particular block-recursive elimination algorithm that we use.

When dealing with a square, full rank matrix \( B \) over a finite field \( \mathbb{F} \) with large order, one way to achieve generic rank profile with high probability is by pre-multiplying \( B \) by a preconditioner matrix \( R \) that is chosen uniformly at random from the set of all invertible matrices having the same size as \( B \). When computing the inverse of \( RB \), we can apply the rule \((RB)^{-1} = R^{-1}B^{-1}\), which we will refer to as the reverse order law for matrix inversion, to show that the inverse of the preconditioner can easily be removed by post-multiplying by \( R \). For a matrix \( A \) with arbitrary rank \( r \), pre-multiplying by a randomly chosen invertible matrix \( R \) (of appropriate size) is not sufficient for achieving generic rank profile; we additionally need to mix \( A \)'s columns by multiplying \( A \) by a preconditioner matrix from the right.

A major problem that arises when trying to remove a preconditioner when computing the pseudoinverse, is that the reverse order law for pseudoinverses does not hold in general \([48, 50]\). In particular, unfortunately, we have that \((LAR)^{\dagger}\) does not necessarily equal \( R^{\dagger}A^{\dagger}L^{\dagger} \) for invertible preconditioner matrices \( L \) and \( R \). Hence, we cannot simply extract \( A^{\dagger} \) from \((LAR)^{\dagger}\) like we could do above for \( B^{-1} \). We circumvent this problem by removing the preconditioner immediately after computing the reflexive generalized inverse, for which the reverse-order law does hold.

\(^1\)A matrix \( A \) of rank \( r \) has generic rank profile if and only if all upper-left square submatrices of \( A \) up to dimension \( r \times r \) are invertible.
An additional constraint in our setting is that the preconditioner should preserve symmetry, since the symmetry property enables significant computational savings during elimination. A preconditioner for this particular scenario seems to be lacking in the literature. We resolve this by proving that the preconditioner $A \rightarrow UAU^T$ for a uniformly random matrix $U$ fulfills all our constraints.

Interestingly, and unlike Gaussian elimination, when working over the real or complex numbers, the particular block-recursive algorithm that we use for computing the reflexive generalized inverse does not even require its input to have generic rank profile, hence no preconditioning is needed in this case. Nonetheless, in fields with positive characteristic, the condition emerges from the phenomenon of self-orthogonality.

1.1.1 Related Work

Cramer, Kiltz and Padró [26] propose a constant-rounds protocol for securely computing the Moore–Penrose pseudoinverse over a finite field. Their approach is to first compute the characteristic polynomial of the Gram matrix $A^T A$, from which they then compute the rank of $A$ (via a technique by Mulmuley [79]) as well as the pseudoinverse of $A$ (via the Cayley–Hamilton theorem).

An important theme in [26] is to ensure that $A$ (and $A^T$) are suitable, which guarantees, informally speaking, that certain subspaces that are orthogonal over a field with characteristic zero, remain orthogonal over fields with positive characteristic. In our work, where we focus on the setting where the modulus (hence the field’s characteristic) is chosen sufficiently large, existence of the pseudoinverse is guaranteed by a result in [6]. (We state this result in the next section.) Nonetheless, as described in the previous section, we do take special precautions, namely, applying preconditioning, to avoid problems related to working over a field with positive characteristic when computing a reflexive generalized inverse.

For an $m \times n$ matrix where $m \leq n$, the complexity (number of secure multiplications) of Cramer et al.’s solution is $O(m^3 + n^2 m)$. Our solution, albeit not constant-rounds, has complexity $O(m^2 n)$, and even $O(mn)$ when assuming availability of a “cheap inner product”, where the hidden constants in the Big-Oh of our solution are single-digit integers. By “cheap inner product”, we mean that an inner product between two vectors of the same but arbitrary length has the same communication and round complexity as a single secure multiplication. It is possible to perform multiplication of an $m \times \ell$ matrix by an $\ell \times n$ matrix using no more than $mn$ “cheap inner products”. Because the coefficients of the result matrix may all be mutually independent, it is reasonable to take the complexity of such a matrix product to be equal to $mn$.

We leave it to further research to compare the practical performance of our method to that of [26] in various application scenarios (i.e., various matrix-dimension regimes, network latency, bounded computational resources and storage space, etc.).

Relation to the LEU Decomposition. An earlier work by the authors [18] proposes to use Malschonok’s LEU decomposition [71] for solving linear systems of arbitrary rank in the context of secure computation. (Note that [18] does not deal with the problem of computing the Moore–Penrose pseudoinverse.) Our new protocol Pseudoinverse is superior to the LEU-decomposition-based protocol; in terms of round complexity, $O(m)$ versus $O(m^{1.59})$, as well as in terms of the asymptotic computational complexity, $O(m^2)$ versus $O(m^2 \log m)$ secure inner products for a square $m \times m$ matrix.
1.2 Preliminaries

Secret Sharing and Secure Computation. Let $\mathbb{F}_p = \mathbb{Z}/p\mathbb{Z}$. We use $\mathbb{F}$ to denote an arbitrary field. We assume the use of an MPC protocol based on arithmetic secret-sharing over $\mathbb{F}_p$. Our protocols will inherit the security properties (passive vs. active) from the underlying MPC protocol and of the subprotocols invoked by our protocol. The notation $[x]$ represents an element $x \in \mathbb{F}_p$ that is secret-shared among the parties in the MPC protocol. Notation for secure arithmetic then follows naturally, for example, $[c] \leftarrow [a] + [b]$ describes the addition of $a$ and $b$ where the result is stored in a new secret-shared element $c$, and $[d] \leftarrow [a][b]$ describes an invocation of the multiplication protocol to securely compute the product of $a$ and $b$ and store the result in $d$. For arbitrary integer matrices $A$ and $B$, the notation $[A]$ expresses that all elements of $A$ are secret-shared over $\mathbb{F}_p$, and $[A] + [B]$ and $[A][B]$ represent secure matrix addition (which coincides with elementwise addition) and secure matrix multiplication, respectively. Our protocols assume the availability of subprotocols for securely sampling private as well as public random field elements (e.g., [24]), denoted as $[a] \xleftarrow{\$} \mathbb{F}_p$ and $a \xleftarrow{\$} \mathbb{F}_p$ respectively, for securely inverting a field element (see [7]), and for performing a secure zero test [30, 83]. The latter two are denoted as protocols Reciprocal and IsZero, respectively. We require protocol Reciprocal to be secure for all nonzero inputs (i.e., the protocol is allowed to leak information when run on a secret share of zero). Protocol IsZero returns $[1]$ if its argument equals zero and returns $[0]$ otherwise.

Generalized Inverses. A generalized inverse of a matrix $A$ is a matrix $X$ associated to $A$ that exists for a class of matrices larger than the class of invertible matrices, shares some properties with the ordinary inverse, and reduces to the ordinary inverse when $A$ is non-singular. In this paper, we classify generalized inverses using the following four properties, also known as the Penrose equations:

$$(1) AXA = A, \quad (2) XAX = X, \quad (3) (AX)^T = AX, \quad (4) (XA)^T =XA.$$ 

The matrix $X$ that satisfies all four Penrose equations for a given matrix $A$ is called the Moore–Penrose pseudoinverse, or simply pseudoinverse of $A$, which we denote as $A^\dagger$. The Moore–Penrose inverse of $A$ over $\mathbb{F}$ exists if and only if $\text{rank}(AA^T) = \text{rank}(A^TA) = \text{rank}A$ [87, Thm 1], and if it exists it is unique. We will also focus on generalized inverses of $A$ which only satisfy equations (1) and (2); such generalized inverses are called reflexive generalized inverses and we denote any reflexive generalized inverse of $A$ by $A^\ast$. Note that reflexive generalized inverses are not necessarily unique. For an extensive treatment of generalized inverses, the reader is referred to [11].

For a square matrix $A$ partitioned as

$$A = \begin{pmatrix} E & F \\ G & H \end{pmatrix}$$ (1.5)

such that $E$ is square, $A/E$ denotes the generalized Schur complement

$$A/E = H - GE^{-1}F.$$ 

Submatrices, Their Determinants and Rank Properties. For any $n \in \mathbb{N}$, we write $[n]$ for the set $\{1, \ldots, n\}$. For any $m \times n$ matrix $A$ and index sets $\mathcal{I} \subset [m]$ and $\mathcal{J} \subset [n]$, $[A]_{\mathcal{I}\mathcal{J}}$ denotes the determinant of the submatrix of $A$ obtained by selecting all rows in $\mathcal{I}$ and all columns in $\mathcal{J}$. Furthermore, $A_{[\ell]}$ denotes the leading principal submatrix of order $k$, i.e., the matrix obtained by taking the first $k$
rows and first $k$ columns of $A$, and we use $[A]_k$ as shorthand for $[A]_{[k],[k]}$, i.e., the leading principal minor of order $k$. Thus, it holds that $\det A_\{k\} = [A]_k$.

Let $A$ be a matrix of rank $r$. We say that a matrix $A$ has generic rank profile [59] if for all $k \in [r]$, it holds that $A$’s leading principal minor of order $k$ is nonzero.

Let $A$ be partitioned as in (1.5). If $\det E \neq 0$, then Schur’s determinant formula asserts that

$$\det A = \det(E) \det(A/E) = \det(E) \det(H - GE^{-1}F).$$

A direct consequence of [72, Thm 19] is that

$$\text{rank} A \geq \text{rank} E + \text{rank}(A/E).$$

Hence, if $A$ has generic rank profile and $E$ has at least dimension $r \times r$ where $r = \text{rank} A$, then $A/E$ is the null matrix.

**The Volume of a Matrix.** For any matrix $A$ with rank $r$ and nonzero singular values $\sigma_1, \ldots, \sigma_r$, its volume is defined as $\text{vol} A = \prod_{i=1}^{r} \sigma_i$. Note that this definition implies that we define the volume of the zero matrix to be one, which will be convenient for our purpose but deviates from Ben-Israel’s definition of matrix volume for this special case [10]. A matrix over an integral domain has a pseudoinverse if and only if its squared volume is a unit (i.e., an invertible element) of the integral domain [6]. The fact that, for any matrix $A \in \mathbb{R}^{m \times n}$, the singular values of $AA^\top$ are the squares of the singular values of $A$ leads to the following equation:

$$\text{vol}(AA^\top) = (\text{vol} A)^2,$$

which holds over an arbitrary field. In case $A$ is a square nonsingular matrix, i.e., $m = n$ and $\det A \neq 0$, its volume coincides with the absolute value of its determinant:

$$\text{vol} A = |\det A|.$$

Combining the two preceding equations gives

$$(\text{vol} A)^2 = \det(AA^\top),$$

in the case that $\text{rank} A = m$.

### 1.3 Block-Recursive Elimination

In this section we present ObliviousRGInverse, our oblivious protocol for computing a reflexive generalized inverse of any symmetric matrix over $\mathbb{F}_p$ that has generic rank profile. Although we could easily devise a protocol that also works for non-symmetric matrices, we deliberately restrict to symmetric matrices, for the following two reasons: (i) by doing so, we achieve a significant computational saving (essentially a factor of two); and (ii) for our application we anyway only need to compute a reflexive generalized inverse of a symmetric matrix.

First, we define the extended reciprocal of an element $c \in \mathbb{F}$ as zero if $c = 0$ and $c^{-1}$, i.e., the (ordinary) reciprocal, otherwise. Note that the reflexive generalized inverse of a $1 \times 1$ matrix is equal to the $1 \times 1$ matrix containing the extended reciprocal of its only coefficient. ScalarRGInverse is a secure protocol for computing the extended reciprocal. ObliviousRGInverse is given as Protocol 2. On line 4, the partitioning is done such that $E$ and $G$ are square and their dimensions differ by at most one. We remark that the side notes with label “symmetric” in ObliviousRGInverse indicate that the
Protocol 1 ScalarRGInverse(\([a]\))

1: \([z] \leftarrow \text{IsZero}(\([a]\))
2: \text{return } \text{Reciprocal}(\([a + z]\)) - \([z]\)

Protocol 2 ObliviousRGInverse(\([A]\))

1: if \(n = 1\) then
2: \text{return } \text{ScalarRGInverse}(\([a_{1,1}]\))
3: else
4: \([A] \leftarrow \text{split as evenly as possible}
5: \([X] \leftarrow \text{ObliviousRGInverse}(\([E]\))
6: \([XF] \leftarrow \text{split as evenly as possible}
7: \([G - F^TXF] \leftarrow \text{symmetric}
8: \([Y] \leftarrow \text{ObliviousRGInverse}(\([G - F^TXF]\))
9: \([XY] \leftarrow \text{symmetric}
10: \text{return } \begin{pmatrix} \([X + XFY^TX] - [XY]^T \end{pmatrix} - \begin{pmatrix} [XY]^T \end{pmatrix}

resulting matrix is symmetric, which is to be exploited in an implementation. It is easy to see that protocol ObliviousRGInverse is oblivious: it only branches on the dimensions of the matrix, which are considered public, and otherwise only performs elementary arithmetic operations, and calls to secure subprotocols (including recursive calls to itself).

1.3.1 Correctness Analysis

Rohde [97] shows that a reflexive generalized inverse \(A^-\) of a symmetric, positive-semidefinite matrix over the real numbers\(^2\)

\[
A = \begin{pmatrix} E & F \\ F^T & G \end{pmatrix}
\]  \hspace{1cm} (1.9)

can be expressed in Banachiewicz–Schur form as

\[
A^- = \begin{pmatrix} E^- + E^- FS^- F^T E^- & -E^- FS^- \\ -S^- F^T E^- & S^- \end{pmatrix},
\]  \hspace{1cm} (1.10)

where \(E^-\) is a reflexive generalized inverse of \(E\) and \(S^-\) is a reflexive generalized inverse of \(S = G - F^T E^- F\). This form allows for a block-recursive algorithm for computing the reflexive generalized inverse over the real numbers. As proved by Marsaglia and Styan, the correctness of Rohde’s result over an arbitrary field depends on the following additional condition.

Lemma 1 ([73], statement tailored to our needs). Over an arbitrary field, Equation (1.10) is a reflexive generalized inverse of \(A\) if and only if

\[
\text{rank } A = \text{rank } E + \text{rank } S,
\]  \hspace{1cm} (1.11)

\(^2\)Rohde [97] actually shows his result for complex matrices, but for our purposes it is more convenient to state his result for real matrices.
or, equivalently, the following three conditions are satisfied simultaneously

\[
\begin{align}
(I - EE^{-})F(I - S^{-}S) &= 0 \quad (1.12) \\
(I - SS^{-})F^T(I - E^{-}E) &= 0 \quad (1.13) \\
(I - EE^{-})FS^{-}F^T(I - E^{-}E) &= 0, \quad (1.14)
\end{align}
\]

where \( E^- \) and \( S^- \) are reflexive generalized inverses of \( E \) and \( S = A/E \) respectively.

**Lemma 2.** Over an arbitrary field, a sufficient condition for Equation (1.10) to be a reflexive generalized inverse of a symmetric matrix \( A \) is that \( A \) has generic rank profile.

*Proof.* We partition \( A \) as in Equation (1.9) arbitrarily but such that \( E \) is square. Now we can make a case distinction on \( E \): (i) \( E \) is invertible. Then \( E^- \) coincides with the ordinary inverse and it immediately follows that \( (I - EE^{-}) = (I - E^{-}E) = 0 \), thus satisfying (1.12)–(1.14) from Lemma 1.

(ii) \( E \) is not invertible. Since \( A \) has generic rank profile, it then immediately follows that \( \text{rank} A = \text{rank} E \) and furthermore that \( \text{rank} S = 0 \), thus satisfying (1.11).

\[\square\]

**Lemma 3.** For any \( m \times n \) matrix \( A \) over an arbitrary field, any \( k \) such that \( A_{[k]} \) is invertible, and any \( i \) such that \( 0 \leq i \leq k - \text{rank} A \) it holds that

\[ A_{[k+i]}/A_{[k]} = (A/A_{[k]})_{[i]} \]

*Proof.* Let

\[ A = \begin{pmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{pmatrix}, \]

where \( A_{11} = A_{[k]} \) is an invertible \( k \times k \) matrix and \( A_{22} \) is an \( i \times i \) matrix. Then

\[
(A/A_{[k]})_{[i]} = \begin{pmatrix}
A_{22} & A_{23} \\
A_{32} & A_{33}
\end{pmatrix}
- \begin{pmatrix}
A_{21} \\
A_{31}
\end{pmatrix}
A_{11}^{-1}
\begin{pmatrix}
A_{12} & A_{13}
\end{pmatrix}
_{[i]}
= A_{22} - A_{21}A_{11}^{-1}A_{12}
= A_{[k+i]}/A_{[k]}. \quad \square
\]

**Corollary 4.** Protocol ObliviousRGInverse, when run on a symmetric matrix \( A \) over \( \mathbb{F}_p \) having generic rank profile, correctly computes a reflexive generalized inverse.

*Proof.* For the base case, we have already argued correctness of the extended reciprocal near the beginning of Section 1.3. For the recursive step applied to \( A \), note that for an arbitrary partitioning but such that \( E \) is a \( k \times k \) matrix for some integer \( k \), it is easy to see that \( E \) is symmetric and has generic rank profile. Correctness then follows from Lemma 2.

We prove that \( S \) is symmetric and has generic rank profile by distinguishing two cases. If \( E \) is not invertible, then \( \text{rank} A = \text{rank} E \) and \( S \) is necessarily the (square) null matrix, which is symmetric and has generic rank profile. Otherwise, \( E \) is invertible and \( S = A/E = G - F^T E^{-1} F \), which is clearly symmetric. For generic rank profile, we can apply Schur’s determinant formula to the leading principal minors of \( A \): for any \( i \) such that \( 0 \leq i \leq \text{rank} A - k \) we have \( 0 \neq \det(A_{[k+i]}) = \det(E) \det(A_{[k+i]}/E) \). Then, applying Lemma 3 gives \( \det(A_{[k+i]}/E) = \det((A/E)_{[i]}) \neq 0 \), i.e., \( A/E \) has generic rank profile. In both cases, correctness now follows from Lemma 2. \[\square\]
Remark. We have proved that generic rank profile is sufficient for correctness—we did not prove that this condition is necessary. This leaves open the possibility that a weaker condition on the input matrix (weaker than generic rank profile) would suffice for correctness of ObliviousRGInverse. In the next section we will compute \((AA^TAA^T)^{-1}\), from which we construct \(A^\dagger\). To ensure the correctness of ObliviousRGInverse we will actually randomize its input, \(AA^TAA^T\), so that it has generic rank profile with high probability and then undo the randomization on the result. One might raise the question whether choosing the modulus \(p\) large enough to guarantee the existence of \(A^\dagger\), could immediately guarantee correctness of ObliviousRGInverse without requiring \(AA^TAA^T\) to have generic rank profile. We do not address this question, as our randomization technique suffices and introduces only minimal overhead.

1.3.2 Complexity Analysis

We first state the complexity (number of secure operations) of protocol ObliviousRGInverse when run on a square matrix whose dimensions are a power of two.

**Proposition 5.** Protocol ObliviousRGInverse, when run on an \(m \times m\) matrix over \(\mathbb{F}_p\), where \(m = 2^k\) for integer \(k\), requires \(\frac{3}{2}m(m-1) + \frac{1}{2}m\log_2m\) secure inner products and \(m\) invocations of ScalarRGInverse.

**Proof.** Correctness of Proposition 5 is easily proved using induction on \(k\). In the base case, \(k = 0\), protocol ObliviousRGInverse simply invokes ScalarRGInverse once.

As induction hypothesis, suppose the proposition holds for some \(m = 2^k\), where \(k\) is integer. Then protocol ObliviousRGInverse, when run on a \(2m \times 2m\) matrix over \(\mathbb{F}_p\), performs 2 invocations of ObliviousRGInverse on \(m \times m\) matrices, which requires \(3m(m-1) + m\log_2m\) secure inner products and \(2m\) invocations of ScalarRGInverse per the induction hypothesis. The protocol further performs four matrix-matrix products of \(m \times m\) matrices. Two of these products are symmetric, so these products can be performed using \(3m^2 + m\) secure inner products. The total number of secure inner products required is therefore equal to \(6m^2 - 2m + m\log_2m = 6m^2 - 3m + m\log_2(2m) = \frac{3}{2}(2m)(2m-1) + \frac{1}{2}(2m)\log_2(2m)\) and the number of invocations of ScalarRGInverse is \(2m\).

If the dimensions of the matrix, \(m\), are not a power of two, it is not always possible to divide the matrix evenly in step 4 of the protocol. In these cases the number of secure inner products required is slightly greater than the number stated in Proposition 5. For general dimensions, we prove the following proposition. We note that this bound is not tight.

**Proposition 6.** Protocol ObliviousRGInverse, when run on an \(m \times m\) matrix over \(\mathbb{F}_p\), requires fewer than \(\frac{3}{2}m(m-1) + m\log_2m\) secure inner products and exactly \(m\) invocations of ScalarRGInverse.

We also express the complexity of protocol ObliviousRGInverse in terms of elementary secure multiplications, for MPC schemes for which the “cheap inner product” is not available. Note that the bound given here is exact if we assume the naïve algorithm for matrix multiplication. A more advanced algorithm would result in sub-cubic, but still super-quadratic complexity.

**Proposition 7.** Protocol ObliviousRGInverse, when run on an \(m \times m\) matrix over \(\mathbb{F}_p\), requires at most \(\frac{1}{2}m^3 + \frac{1}{2}m^2 - m\) secure multiplications and exactly \(m\) invocations of ScalarRGInverse.

The proofs of Proposition 6 and 7 can be found in the appendix.
1.4 Computing the Moore–Penrose Pseudoinverse

We will compute the Moore–Penrose pseudoinverse using a formula (see, e.g., [93, p. 207]) that computes $A^\dagger$ in terms of a reflexive generalized inverse:

$$A^\dagger = A^T (AA^T AA^T)^{-} AA^T. \tag{1.15}$$

Before proposing our protocol Pseudoinverse, we deal with three remaining questions, namely how to compute the common denominator, how to choose an appropriate modulus, and how to reliably compute $(AA^T AA^T)^{-1}$, as $AA^T AA^T$ does not necessarily have generic rank profile, which is required by protocol ObliviousRGInverse for correctness.

1.4.1 Computing the Common Denominator

Over the rational numbers, a common denominator $d$ such that $dA^\dagger$ is integer-valued if $A$ is integer-valued is $d = (\text{vol } A)^2$ [99, Satz 10]. The squared volume is minimal in the sense that there exist matrices for which it is the smallest possible common denominator.

If we would have an orthonormal basis for the left or right nullspace of $A$, then we could use [10, Thm. (4.1)] to compute $(\text{vol } A)^2$ directly. An orthonormal basis does not necessarily exist over an arbitrary field. Instead, we generalize [10, Thm. (4.1)] by relaxing the requirements on the nullspace basis.

**Lemma 8.** Let $A \in \mathbb{F}^{m \times k}$ be a matrix of rank $r$. Let $B \in \mathbb{F}^{m \times \ell}$ be a matrix of rank $m - r$ such that its columns are orthogonal to the columns of $A$, i.e., $B^T A = 0$. Then,

$$\det(AA^T + BB^T) = (\text{vol } A)^2 (\text{vol } B)^2.$$

**Proof.** Note that $AA^T + BB^T = (A \quad B)(A \quad B)^T$. Because the columns of $A$ are orthogonal to those of $B$, the matrix $(A \quad B)$ has rank $r + (m - r) = m$ and hence

$$\det((A \quad B)(A \quad B)^T) = (\text{vol } (A \quad B))^2 = (\text{vol } A)^2 (\text{vol } B)^2,$$

where the first equality holds by equation (1.8), and the second equality is [10, Example 5.1].

**Theorem 9.** Let $A \in \mathbb{F}^{m \times n}$ be a matrix of rank $r$. Let $K = I - AA^\dagger \in \mathbb{F}^{m \times m}$. Then,

$$(\text{vol } A)^2 = \det(AA^T + K).$$

**Proof.** By property (3) of the pseudoinverse, we have that $K = K^T$. This fact, and property (1) of the pseudoinverse imply that $KK^T = KK = K$ and $K^TA = 0$, i.e., $K$ is idempotent and its columns are orthogonal to the columns of $A$.

Combining equation (1.6) with the fact that $K$ is idempotent and symmetric gives us that $\text{vol } K = \text{vol } (KK^T) = (\text{vol } K)^2$. Since the volume of a matrix is nonzero, we conclude that $\text{vol } K = 1$.

Orthogonality of the columns of $K$ and $A$ implies that $\text{rank } K \leq m - r$ and

$$\text{rank } K = \text{rank } (I - AA^T) \geq \text{rank } I - \text{rank } (AA^T) = m - r$$

follows from subadditivity of matrix rank. Applying Lemma 8 gives us

$$\det(AA^T + K) = \det(AA^T + KK^T) = (\text{vol } A)^2 (\text{vol } K)^2 = (\text{vol } A)^2.$$
1.4.2 Bound on the Modulus

Springer [99] has proved the following upper bound on the magnitudes of the numerators and the common denominator of the pseudoinverse. Choosing $p$ larger than twice this bound will guarantee that: (i) $d = (\text{vol}A)^2$ is an invertible element in $\mathbb{F}_p$, which is a necessary and sufficient condition for existence of $A^\dagger$ over $\mathbb{F}_p$ [6] (see also Section 1.2), and (ii) that the pair $(dA^\dagger, d)$ over $\mathbb{F}_p$ coincides with $(dA^\dagger, d)$ over $\mathbb{Z}$ (see Lemma 10 below), and (iii) that the product $AA^\dagger A^\dagger$ occurring in Equation (1.15) has the same rank as $A$ (which we will need in Theorem 14, and note that (iii) is implied by applying (i) to the upcoming Proposition 11).

**Lemma 10** ([99, Satz 12]). Let $N_0 = (\text{vol}A)^2$ and $Z_0 = (z_{ij}) \in \mathbb{Z}^{m \times n}$ be an integer matrix of rank $r$ such that $A^\dagger = \frac{1}{N_0}Z_0$. Let $\mu = \min(m, n)$. Then,

$$
\max(|N_0|, \max_{i,j} |z_{ij}|) \leq \max \left( \frac{\|A\|_{F}^{2r}}{r^r}, \frac{\|A\|_{F}^{2r-1}}{\sqrt{r^r(r-1)^{r-1}}} \right),
$$

(1.16)

and

$$
\max(|N_0|, \max_{i,j} |z_{ij}|) \leq \max \left( \frac{\|A\|_{F}^{2\mu}}{\mu^\mu}, \frac{\|A\|_{F}^{2\mu-1}}{\sqrt{\mu^\mu(\mu-1)^{\mu-1}}} \right),
$$

(1.17)

where $\|A\|_{F} = \sqrt{\sum_{i,j}|a_{ij}|^2}$ is the Frobenius norm of $A$.

**Remark.** In a setting in which the rank $r$ is unknown, one would use (1.17).

For our construction, we further require that

$$
\text{rank}(AA^\dagger A^\dagger) = \text{rank}A.
$$

(1.18)

This requirement holds unconditionally over fields of characteristic zero, but not necessarily over finite fields. Nonetheless, as we show below, it turns out that existence of the Moore–Penrose inverse already implies (1.18).

**Proposition 11.** Let $A$ be an arbitrary matrix over $\mathbb{F}$. The Moore–Penrose inverse of $A$ exists if and only if

$$
\text{rank}(AA^\dagger A^\dagger) = \text{rank}A.
$$

Proof. Recall from Section 1.2 that the Moore–Penrose inverse exists over $\mathbb{F}$ if and only if $\text{rank}(AA^\dagger) = \text{rank}(A^\dagger A) = \text{rank}A$. Let $A = VW$ be a rank decomposition of $A$, i.e., $V$ and $W$ have full column-rank and full row-rank, respectively. Over an arbitrary field, a rank decomposition exists but is not necessarily unique; see, e.g., [92]. Then,

$$
\text{rank}(AA^\dagger) = \text{rank}(VWW^TV^T) = \text{rank}A \iff \text{rank}WW^T = \text{rank}A,
$$

and similarly,

$$
\text{rank}(A^\dagger A) = \text{rank}(W^TV^TVW) = \text{rank}A \iff \text{rank}V^TV = \text{rank}A.
$$

Also note that both $WW^T$ and $V^TV$ have dimension $r \times r$ with $r = \text{rank}A$, i.e., they are invertible. We now write $AA^\dagger A^\dagger$ in terms of $V$ and $W$, and multiply by $V^T$ from the left and by $V$ from the right, by which we obtain:

$$
V^TA^\dagger A^\dagger TV = (V^TV)(WW^T)(V^TV)(WW^T)(V^TV).
$$

Thus, $\text{rank}V^TA^\dagger A^\dagger TV = \text{rank}A$, if and only if $\text{rank}AA^\dagger A^\dagger = \text{rank}A$. \hfill \square \square
1.4.3 Symmetric Preconditioning

A preconditioner is a mapping \( A \mapsto h(A) \) for matrices \( A \) from a given class, where the goal is to achieve a certain property, either with certainty or with high probability. This property is typically an input condition from some computational technique. For a more elaborate and formal introduction into preconditioning we refer to [20]. Here, we restrict to preconditioners for achieving generic rank profile for symmetric matrices of the form \( A = BB^T \) over an arbitrary field of positive characteristic.

To ensure correctness of protocol ObliviousRGInverse, we need a preconditioner with the following three properties:

(i) achieves generic rank profile with high probability;

(ii) preserves symmetry, i.e., \( h(A) \) is symmetric;

(iii) is removable. Informally speaking, this means that the preconditioner can be efficiently removed once “it has done its job”. Formally, a preconditioner is removable with respect to computing a reflexive generalized inverse if there exists an efficiently computable mapping \( g \) such that \( g(h(A)^-) \in \mathcal{A}^- \), where \( \mathcal{A}^- \) denotes the set of reflexive generalized inverses of \( A \).

Although several preconditioners for achieving generic rank profile have been proposed in the literature, we are not aware of an existing result that covers all of the above properties simultaneously. For example, the Toeplitz preconditioner by Kaltofen and Saunders [60] fails to satisfy (ii), and the diagonal preconditioner proposed in [39] (combined with a suitable linear-independence preconditioner, see [20]) fails to satisfy (iii).

In this section we will show that for a symmetric matrix \( A \), the preconditioner \( h(A) = UAU^T \) with \( U \) a uniformly random (invertible) matrix is sufficient for satisfying (i)–(iii). It is easy to see that (ii) holds. We prove property (i) in Theorem 14 and (iii) in Lemma 15.

Lemma 12 (Schwartz–Zippel). Let \( g \in \mathbb{F}[x_1, \ldots, x_n] \) be a nonzero polynomial of total degree \( d \geq 0 \) over a field \( \mathbb{F} \). Let \( \mathcal{S} \subseteq \mathbb{F} \) and let \( \alpha_1, \ldots, \alpha_n \) be chosen independently and uniformly at random from \( \mathcal{S} \). Then,

\[
\Pr[g(\alpha_1, \ldots, \alpha_n) = 0] \leq \frac{d}{|\mathcal{S}|}.
\]

Lemma 13 (See, e.g., [16, Lem. 2-(iii)]). The probability that a uniformly random matrix \( U \in \mathbb{F}^{m \times m} \) is invertible equals

\[
\Pr(\det U \neq 0) = \prod_{k=1}^{m} \left( 1 - |\mathbb{F}|^{-k} \right).
\]

Theorem 14. Let \( A \in \mathbb{F}^{m \times n} \) be arbitrary, let \( r \) be the rank of \( A \) and let \( AA^T \) have the same rank as \( A \). Let \( U \in \mathbb{F}^{m \times m} \) be chosen uniformly at random. Then, the probability that \( U \) is invertible and \( UAA^T U^T \)

has generic rank profile is

\[
\Pr_U \left( \det U \neq 0 \land [UAA^T U^T]_k \neq 0 \ \forall k \in [r] \right) > 1 - \frac{r(r+1) + 2}{|\mathbb{F}|}.
\]
Proof. We view $U = (u_{i,j})$ as a polynomial matrix with $u_{i,j}$ as indeterminates. For every $1 \leq k \leq r$, we apply the Cauchy–Binet formula to obtain an expression for the leading principal minor of order $k$ of the matrix $U A A^T U^T$, which is a polynomial in the variables $u_{i,j}$, where we let $\mathcal{K} = [k]$.

$$f_k(u_{1,1}, \ldots, u_{i,j}, \ldots, u_{m,m}) = [U A A^T U^T]_{\mathcal{K}, \mathcal{K}}$$

$$= \sum_{\mathcal{S} \subseteq [m], |\mathcal{S}| = k} [U A]_{\mathcal{K}, \mathcal{S}} [A^T U^T]_{\mathcal{S}, \mathcal{K}} = \sum_{\mathcal{S} \subseteq [m], |\mathcal{S}| = k} ([U A]_{\mathcal{K}, \mathcal{S}})^2$$

$$= \sum_{\mathcal{S} \subseteq [m], |\mathcal{S}| = k} \left( \sum_{\mathcal{S} \subseteq [m], |\mathcal{S}| = k} [U A]_{\mathcal{K}, \mathcal{S}} [A]_{\mathcal{S}, \mathcal{K}} \right)^2.$$

It follows immediately from the structure of this formula that the total degree of $f_k$ is $2k$.

Let us now prove that none of the polynomials $f_k$ for all $1 \leq k \leq r$ is equal to the zero polynomial. Because $AA^T$ is symmetric, there exists an invertible matrix $S = (s_{i,j})$ such that $S A A^T S^T = \Lambda$ where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_r, 0, \ldots, 0)$ with $\lambda_i \neq 0$ for all $1 \leq i \leq r$ [1, Thm. 6]. Hence,

$$f_k(s_{1,1}, \ldots, s_{i,j}, \ldots, s_{m,m}) = \prod_{i=1}^k \lambda_i \neq 0 \quad \forall k \in [r].$$

The Schwartz–Zippel lemma asserts that $\Pr[f_k(U_{1,1}, \ldots, U_{m,m}) = 0] \leq \frac{2k}{|F|}$, where the $U_{i,j}$ represent the elements of $U$ when viewed as (uniformly random and independent) random variables. Hence, by applying the union bound over $k$ we obtain

$$\Pr[f_1(U) \neq 0 \land \cdots \land f_r(U) \neq 0] \geq 1 - \frac{\sum_{k=1}^r 2k}{|F|} = 1 - r(r + 1) \frac{1}{|F|}.$$  

Combining this bound with that of Lemma 13 gives

$$\Pr_U(\det U \neq 0 \land [U A A^T U^T]_k \neq 0 \quad \forall k \in [r])$$

$$\geq \prod_{k=1}^m (1 - |F|^{-k}) - \frac{r(r + 1)}{|F|} > \prod_{k=1}^m (1 - |F|^{-k}) - \frac{r(r + 1)}{|F|} > 1 - \frac{r(r + 1) + 2}{|F|},$$

where we used that

$$\prod_{k=1}^m (1 - x_k) > \prod_{k=1}^m (1 - x_k) = 1 - x_1 - x_2(1 - x_1) - x_3(1 - x_1)(1 - x_2) - \cdots$$

$$> 1 - \sum_{k=1}^m x_k.$$

With $x_k = |F|^{-k}$, we get that $\prod_{k=1}^m (1 - |F|^{-k}) > 1 - (|F| - 1)^{-1}$. \qed \qed

We now prove that the preconditioner $h(A) = U A U^T$ with invertible $U$ is removable.

Lemma 15. Let $A$ be a matrix over $\mathbb{F}$ and let $\mathcal{A}^-$ denote the set of reflexive generalized inverses of $A$. Let $U$ be an invertible matrix over $\mathbb{F}$ and let $Y = (U A U^T)^-$ be a reflexive generalized inverse of $U A U^T$. Then, $U^T Y U \in \mathcal{A}^-$. 
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Given the Penrose equations (1) and (2) for $Y$, we need to show that the Penrose equations (1) and (2) hold for $A^{-1}$. Since $U$ is invertible,

$$A(U^TYU)A = U^{-1}(UAU^TYU)(UAT)^{-1} = U^{-1}(UAU^T)(U^T)^{-1} = A.$$ 

Furthermore,

$$(U^TYU)A(U^TYU) = U^TY(UAU^T)YU = U^TYU.$$ 

### 1.4.4 Construction

Our protocol `Pseudoinverse`, on input of a secret-shared matrix $[A] \in \mathbb{F}_p^{m \times n}$, computes the pair $(J^\dagger A, J(A)^2 K)$ and is given as Protocol 3. Protocol `Pseudoinverse` makes use of a secure sub-protocol `Determinant` for computing the determinant of an invertible matrix in $\mathbb{F}_p^{m \times m}$ in secret-shared form. A possible instantiation of `Determinant` can be found in [23], where it is called protocol $\mathcal{D}$. See also [13], which slightly modifies this protocol to reduce its randomness complexity.

**Protocol 3 Pseudoinverse([A])**

1. if $m > n$ then
2. \textbf{return} Pseudoinverse(([A]^T)^T)
3. $[AA^T] \leftarrow [A][A]^T$ \hspace{1cm} \triangleright \text{symmetric}
4. $[AA^T][AA^T] \leftarrow [AA^T][AA^T]$ \hspace{1cm} \triangleright \text{symmetric}
5. $U \leftarrow F_p^{m \times m}$
7. $[XAA^T] \leftarrow [X][AA^T]$
8. $[A]^T \leftarrow [A][XAA^T]$ \hspace{1cm} \triangleright \text{symmetric; in parallel with } [A]^T
9. $[K] \leftarrow I - [AA^T][XAA^T]$ \hspace{1cm} \triangleright \text{symmetric; in parallel with } [A]^T
10. $[d] \leftarrow \text{Determinant}([AA^T] + [K])$
11. \textbf{return} $([A]^T, [d])$

We note that the rank of $A$ is given by $\text{Tr}(AA^T)$ [17]. It can be computed obliviously in `Pseudoinverse` as $\|r\| = m - \text{Tr}([K])$.

**Corollary 16.** `Protocol Pseudoinverse`, when run on an arbitrary $m \times n$ matrix over $\mathbb{F}_p$, correctly computes the Moore–Penrose pseudoinverse with probability at least

$$\Pr(\text{success}) \geq \left[1 - \frac{m(m+1)+2}{|\mathbb{F}|}\right] \cdot P_{\text{Determinant}},$$

where $P_{\text{Determinant}}$ denotes the success probability of protocol `Determinant`.

### 1.4.5 Complexity Analysis

**Proposition 17.** `Protocol Pseudoinverse`, when run on an arbitrary $m \times n$ matrix over $\mathbb{F}_p$, requires $mn + \frac{5}{2}m^2 + \frac{3}{2}m$ secure inner products (or: $m^2 + \frac{5}{2}m^3 + \frac{3}{2}m^2$ secure multiplications), one invocation of protocol `Determinant` on a symmetric $m \times m$ matrix and one invocation of `ObliviousRGInverse` on a symmetric $m \times m$ matrix.
Protocol Determinant, instantiated as in [13], when invoked on a $m \times m$ matrix, requires secure sampling of $m^2$ random elements, and performing $2m^2 + m - 1$ secure inner products (or: $\frac{4}{3}m^3 + \frac{2}{3}m - 1$ secure multiplications) and $m^2$ open operations.

The field inversion technique from Bar-Ilan and Beaver [7] requires secure sampling of one random element and one secure multiply-and-open operation.

Subprotocol IsZero can be instantiated with the probabilistic secure zero test from Nishide and Ohta [83]. This secure zero test is constant round and requires $2\kappa$ secure multiplications, $4\kappa$ secure multiply-and-open operations and secure sampling of $5\kappa$ random elements, where $\kappa$ is a security parameter and the protocol may fail with probability $2^{-\kappa} + 1/p$.

**Corollary 18.** Protocol Pseudoinverse, when run on an arbitrary $m \times n$ matrix over $\mathbb{F}_p$, with protocol Determinant instantiated as in [13], requires in total $nm + 6m^2 + o(m^2)$ secure inner products (or: $nm^2 + \frac{13}{2}m^3 + o(m^3)$ secure multiplications), $m^2$ public random elements, $m^2$ private random elements, $m^2$ openings, $m$ secure zero tests and $m$ secure field inversions.

If protocols IsZero and Reciprocal are instantiated as the probabilistic zero test from [83] and as in [7], respectively, the $m$ secure zero tests and field inversions require $O(\kappa m)$ secure multiplications, random elements and openings.

**Remark.** It is straightforward to adapt Protocol 3 such that in line 8 it computes the vector $A^\dagger b$ instead of the matrix $A^\dagger$, i.e., directly solving the linear system $Ax = b$ for the vector $x$. By replacing line 8, in case $m \leq n$, with the two lines $[XAA^Tb] \leftarrow [XAA^T][b]$ and $[A^\dagger b] \leftarrow [A^\dagger][XAA^Tb]$, one can avoid the matrix-matrix product that gives rise to the $mn$ term. Namely, the complexity (number of secure inner products) becomes $O(n^2)$. If $m > n$ we would transpose the system to be solved: $x^TA^T = b^T$. In this case, line 8 would be replaced by two secure products in which the matrix is multiplied from the left by the vector and this would result in a complexity of $O(n^2)$ secure inner products. Note, however, that this adaptation imposes an additional constraint on the size of the modulus; the field should now be large enough to uniquely represent the coefficients of the vector $dA^\dagger b$.

### 1.5 Proofs of Proposition 6 and 7

The proof is by complete induction. It is clear that the number of invocations of ScalarRGInverse required when ObliviousRGInverse is run on an $m \times m$ matrix is equal to $m$. Let $D(m)$ denote the number of secure inner products required to run protocol ObliviousRGInverse on an $m \times m$ matrix. Similarly, let $M(m)$ be the number of secure multiplications required, in case a “cheap inner product” is not available. Then, we have to show that

$$D(m) \leq \frac{3}{2}m(m - 1) + m \log_2 m; \quad \text{and}$$

$$M(m) \leq \frac{1}{2}m^3 + \frac{1}{2}m^2 - m. \quad (1.19)$$

Inspection of the protocol shows that

$$D(1) = 0;$$

$$D(2k) = 2D(k) + 3k^2 + k; \quad \text{and}$$

$$D(2k + 1) = D(k) + D(k + 1) + 3k^2 + 4k + 1, \quad (1.20)$$

$$D(2k) = 2D(k) + 3k^2 + k; \quad \text{and}$$

$$D(2k + 1) = D(k) + D(k + 1) + 3k^2 + 4k + 1, \quad (1.21)$$

$$D(2k) = 2D(k) + 3k^2 + k; \quad \text{and}$$

$$D(2k + 1) = D(k) + D(k + 1) + 3k^2 + 4k + 1, \quad (1.22)$$
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**D2.3 Use-Case Specific Algorithms**
where we distinguish between even \((m = 2k)\) and odd \((m = 2k + 1)\) dimensions. Similarly, for \(M(m)\), we have

\[
M(1) = 0; \\
M(2k) \leq 2M(k) + 3k^3 + k^2; \text{ and} \\
M(2k + 1) \leq M(k) + M(k + 1) + 3k^3 + \frac{11}{2}k^2 + \frac{5}{2}k. 
\]

(1.23) (1.24)

The inequalities in (1.23) and (1.24) can be replaced with equalities in case the naïve algorithm for matrix multiplication is used.

In the base case \(m = 1\), the propositions clearly hold. Assume the propositions hold for all \(m' < m\). Then for odd \(m = 2k + 1\) substitution of (1.19) in (1.22) yields

\[
D(2k + 1) < \frac{3}{2}m(m - 1) + k + 1 + k\log_2 k + (k + 1)\log_2 (k + 1) \\
= \frac{3}{2}m(m - 1) + \log_2 \left(k^k(k + 1)^{k+1}2^{k+1}\right) \\
< \frac{3}{2}m(m - 1) + (2k + 1)\log_2(2k + 1),
\]

where the last inequality follows from monotonicity of the logarithm and from the following inequality:

\[
2^{k+1}k^k(k + 1)^{k+1} = 2^{1-k}(2k + 1 - 1)^k(2k + 1 + 1)^k(k + 1) \\
= 2^{1-k}(2k + 1)^2 - 1)^k(k + 1) \\
< 2^{1-k}(2k + 1)^{2k}(k + 1) \\
< (2k + 1)^{2k+1}.
\]

For the case of even \(m\), Proposition 6 follows immediately by substituting equation (1.19) in (1.21). Similarly, Proposition 7 follows from the substitution of (1.20) in (1.23) and (1.24).
Chapter 2

Secure Streaming Algorithms for Sums of Frequency Moments

2.1 Streaming algorithms

A data stream is an ordered sequence which can only be accessed sequentially. Now consider one desires the approximation of some function \( f \) with a data stream \( \sigma \) as input. A data stream potentially allows multi-pass data traversal, in this case the stream should obviously be of finite length. Whenever the data stream is of finite length we will denote this length with \( m \). Formally, let \( \sigma = (x_1, \ldots, x_m) \) denote a stream of finite length \( m \), where each stream element \( x_i \in [n] \). The main goal is to process the stream in data space much less than \( m \log n \), preferably sub-linear or even logarithmic in both \( n \) and \( m \).

The streaming model of computation dates back to papers by Munro and Paterson [80] and Morris [78]. The original motivation to study the streaming model of computation stems from limited hardware capabilities such as a limited amount of memory. A randomized streaming algorithm \( \mathcal{A} \) for function \( f \) takes the stream \( \sigma \) as input and keeps a summary \( s \), called the sketch. On processing a stream item \( x_i \), the streaming algorithm updates the sketch. The streaming algorithm uses the sketch to approximate the true answer \( f(x_1, x_2, \ldots) \). The quality of the sketch is defined as follows.

**Definition 19.** Let the random variable \( \mathcal{A}(\sigma) \) denote the output provided by streaming algorithm \( \mathcal{A} \) on input \( \sigma = (x_1, x_2, \ldots) \). We say that algorithm \( \mathcal{A}(\varepsilon, \delta) \)-approximates \( f \) when

\[
\Pr \left[ \left| \frac{\mathcal{A}(\sigma)}{f(\sigma)} - 1 \right| > \varepsilon \right] < \delta
\]

We shall focus on \((\varepsilon, \delta)\) sum of the \( k \)th order frequency moments:

\[
F_k := \sum_{i=1}^{n} f_i^k,
\]

where \( f_i \) is the frequency of item \( i \).

Note that the 0th order sum equals the number of distinct elements \( n \) while the 1st order sum equals the total number of events \( m \). Higher orders contains additional interesting statistical properties of the data, e.g., the 2nd order sum is known as Simpson’s index in ecology, the Herfindall-Hirschman index in economics and is the main component of the Gini heterogeneity index.
2.2 Distinct elements

Counting the number of distinct elements in a stream $\sigma$ has been researched extensively [42, 2, 63, 8, 38, 40, 12]. In its generalized form, the distinct element count equals $F_0$, the sum of the zeroth order moments of the stream's frequencies $f_i$.

We study one such algorithm originally proposed by [42] and improved by Alon, Matias and Szegedy [2]. As a building block, we define a function $\rho_b : \{0, 1\}^\ell \rightarrow \mathbb{N} \leq \ell$ which returns the number of least significant zeros or ones for $b = 0$ and $b = 1$ respectively:

$$\rho_b(x) = \begin{cases} \ell & \text{if } x = b(2^\ell - 1), \\ \max\{i : (2^i - b)|x\} & \text{otherwise.} \end{cases}$$

The role of $\rho_0$ in Algorithm 4 is to take hashed input values and assign them a ‘score’ with a known fixed distribution. This ‘score’ is defined as the number of consecutive zeros. Sketch $s$ then stores the maximum ‘score’ observed. Alon et al. observe that $s$ is a good estimator for $\log_2(F_0)$, because the expected number of times of the event $\rho_0(h(x_i)) \geq s$, for given $s$, is $F_0/2^s$.

**Protocol 4 AMS $F_0$ [2]**

Let $\ell$ be the bit-length of $n$.

**Sketch($\sigma, \ell$):**

$$a, b \in \mathbb{R}, h(x) = ax + b$$

$s \leftarrow 0$

**Process $x$ from $\sigma$**

$$u \leftarrow \rho_0(ax + b)$$

if $s < u$ then

$s \leftarrow u$

return $s$

**Output($s$):**

return $\hat{F}_0 \leftarrow 2^s$

The plaintext AMS $F_0$ sketch, as shown in Algorithm 4, requires us to keep track of the maximum $\rho_0$ value observed from hashed incoming values. This is done by storing a current maximum $s$ and for every incoming stream element $x$ an update $u = \rho_0(h(x))$ is computed and compared against $s$. In secure multiparty computation such a comparison ($s < u$) effectively forces us to bit-decompose $s$ and $u$. In order to save one bit-decomposition per comparison we represent our sketch strategically as a bit-string $\bar{s}$. We let $\bar{s}$ be a unary representation of $s$ such that $\rho_0(\bar{s}) = s$. Formally, we define $\bar{s} := (s_{\ell - 1}, \ldots, s_0)$ with

$$s_i = \begin{cases} 0 & \text{if } i < s, \\ 1 & \text{otherwise.} \end{cases}$$

Note that indeed $\rho_0(\bar{s}) = s$ by design. Since we change representation of sketch $s$, we should change representation of update $u$ accordingly. To this end the result of an incoming hashed stream value is bit-decomposed. We then use Prefix-OR to represent our updates $\bar{u}$, and perform the update as an AND operation. Since $\rho_0$ is invariant under Prefix-OR this update preserves the desired highest number of consecutive (least significant) zeros. See Figure 2.1 for a visual representation of an example update step where the pre-updated $s = 1$ is updated to $s' = 2$. 
Figure 2.1: Secure $F_0$ sketch update example

Protocol 1 Secure $F_0$

Let $\ell$ be the bit-length of $n$.

**Sketch($\sigma, \ell$):**

- $a, b \in_R \mathbb{F}_2^\ell$
- $[s_{\ell-1}], \ldots, [s_0] \leftarrow ([1], \ldots, [1])$

**Process $[x]$ from $\sigma$:**

- $[u] \leftarrow a[x] + b$
- $[u_{\ell-1}], \ldots, [u_0] \leftarrow \text{bit-decompose}([u])$
- $[u_{\ell-1}], \ldots, [u_0] \leftarrow \text{prefix-OR}([u_{\ell-1}], \ldots, [u_0])$
- $[s_{\ell-1}], \ldots, [s_0] \leftarrow \text{AND}(([u_{\ell-1}], \ldots, [u_0]), ([s_{\ell-1}], \ldots, [s_0]))$

**Output $([s_{\ell-1}], \ldots, [s_0])$:**

- $s_{\ell-1}, \ldots, s_0 \leftarrow \text{open}([s_{\ell-1}], \ldots, [s_0])$
- $z \leftarrow \ell$
- **for** $i \leftarrow 0$ **to** $\ell - 1$
  - **if** $s_i = 1$ **then**
    - $z \leftarrow i$
  - **Break**

**return** $F_0 \leftarrow 2^z$

Many streaming algorithm predictors, like the AMS $F_0$ sketch, do not achieve arbitrary precision.

**Lemma 20.** [2, Proposition 2.3] The following probability bound holds for the estimator $\hat{F}_0$ obtained from Algorithm 4:

$$\Pr\left[\frac{\hat{F}_0}{F_0} \notin \left[\frac{1}{c}, c\right]\right] \leq \frac{2}{c}, \quad \forall \ c > 2.$$  

In general, the precision can be increased by running $\alpha$ instances of the protocol, preferably in parallel, and taking the median over all instances. This way this rather weak bound can be easily improved to a $(O(1), \delta)$ approximation, for $\delta > 0$ arbitrary, by running $\alpha = \Theta(1/\delta)$ instances.
Therefore, when designing secure protocols we require the sketch functionality to output a secret shared sketch $s_J$. This way secret shared results of multiple protocol instance, over the same input stream, can be generated and used to produce the more accurate median result securely. Additionally, we retain the possibility to compute a plaintext output for a single sketch with the sketches native ‘Output’ functionality.

**Protocol 2 Secure $\alpha$-median $F_0$**

\[
\begin{align*}
\text{for all } i \in [\alpha] & \text{ do in parallel} \\
\quad [s_i] & \leftarrow \text{Secure}F_0.\text{Sketch}(\sigma, \ell) \\
\quad \text{Sort the } [s_i], \text{ by } \rho_0(s_i), \text{ securely.} \\
\quad v & \leftarrow \lceil (\alpha - 1)/2 \rceil \quad \triangleright \text{ index starts at 0} \\
\quad f_v & \leftarrow \text{Secure}F_0.\text{Output}([s_v]) \\
\quad \text{if } k \equiv 0 \mod 2 & \text{ then} \\
\quad \quad f_{v+1} & \leftarrow \text{Secure}F_0.\text{Output}([s_{v+1}]) \\
\quad \text{return } f_v \quad \text{return } f_{v+1} \\
\end{align*}
\]

There are many different approaches to obliviously sort secret shared lists. Oblivious sorting is an interesting research topic in and of itself and beyond the scope of this paper. Running Secure $F_0.\text{Output}([s_v])$ involves opening secret shared values. So, to guarantee security for Protocol 2, in the case of even $k$, we need to show that running Protocol 1’s Output functionality for both $s_v$ and $s_{v+1}$ does not reveal information not already contained in Protocol 2’s output $\frac{1}{2}(f_v + f_{v+1}) = \frac{1}{2}(2^z + 2^w)$. Thus we proof the following Lemma.

**Lemma 21.** In the case of even $k$, revealing both $z = \rho_0(s_v)$ and $w = \rho_0(s_{v+1})$ does not reveal more than Protocol 2’s output.

**Proof.** When we observe a result $r = 2^{z-1} + 2^{w-1}$ we know that $w \geq z$ which allows us to rewrite $r = 2^z - (1 + 2^{w-z})$, with $w - z \geq 0$. First, consider the case that $r \notin \mathbb{N}$. Because $1 + 2^{w-z} \in \mathbb{N}$ for any integers $w \geq z$, we must have $r = 2^z - (1 + 2^{w'})$ with $w' \neq 0$, so we extract $z = 0$ and $w = \log_2(2r - 1)$. Second, for $r \in \mathbb{N}$, consider the case $\log_2(r) \in \mathbb{N}$. It follows that $z = w$, so we extract $z = w = \log_2(r)$. Third, for $r \in \mathbb{N}$, consider the case $\log_2(r) \notin \mathbb{N}$. We then extract $z = 1 + \max\{i : 2^i \mid r\}$ and $w = 1 + \log_2(r - 2^{z-1})$. \hfill \square

### 2.3 Higher order frequency moments

Alon, Matias and Szegedy [2] also describe a streaming algorithm to estimate the sum of higher order frequency moments $F_k$ for $k \geq 2$. Their approach involves keeping count of the number of occurrences of a ‘representative’ element $a_i$. The ‘representative’ element is replaced for a new element with probability $1/m$, where $m$ is the current length of the stream. Note that $k$ does not need to be decided upon in the Sketch phase but is merely required to compute the appropriate estimator $\hat{F}_k$ in the Output phase.
Protocol 5 AMS $F_k$ ($k \geq 2$) [2]

Sketch($\sigma, t$):

for all $i \in [t]$ do in parallel

$s_i \leftarrow 0$
$a_i \leftarrow \text{Nil}$

$m = 0$

Process $x$ from $\sigma$

$m \leftarrow m + 1$

for all $i \in [t]$ do in parallel

$b \leftarrow R(\frac{m+1}{m}, \frac{1}{2}) \{0, 1\}$

if $b = 1$ then

$a_i \leftarrow x$
$s_i \leftarrow 1$

else if $a_i = x$ then

$s_i \leftarrow s_i + 1$

return $(s_{t-1}, \ldots, s_0), m$

Output($(s_{t-1}, \ldots, s_0), m, k)$:

$\hat{F}_k = \frac{1}{t} \sum_{i=1}^{t} m (s_i^k - (s_i - 1)^k)$

Protocol 3 Secure $F_k$ ($k \geq 2$)

Sketch($\sigma, x$):

for all $i \in [t]$ do in parallel

$[s_i] \leftarrow [1]$
$a_i \leftarrow \text{None}$

$m = 0$

Process $[x]$ from $\sigma$

$m \leftarrow m + 1$

for all $i \in [t]$ do in parallel

$[b] \leftarrow R(\frac{m+1}{m}, \frac{1}{2}) \{[0], [1]\}$
$[a_i] \leftarrow [a_i] + [b]([x] - [a_i])$
$[\beta] \leftarrow [[a_i = x]]$

$[s_i] \leftarrow [b] + (1 - [b])([s_i] + [\beta])$

return $([s_{t-1}], \ldots, [s_0]), m$

Output($([s_{t-1}], \ldots, [s_0]), m, k)$:

$[Y] \leftarrow [0]$

for all $i \in [t]$ do in parallel

$[R] \leftarrow (-1)^{k+2}[s_i]$
$[Y] \leftarrow (-1)^{k+1} + k[R]$

for $j = 2$ to $k - 1$ do

$[R] \leftarrow -1 \cdot [s_i] \cdot [R]$
$[Y] \leftarrow [Y] + (-1)^j [R]$

return $\hat{F}_k = \frac{1}{[Y]}$
Correctness of the output phase of Protocol 3 relies on the following equations:

\[s^k_j - (s_i - 1)^k = s^k_j - \sum_{j=0}^{k-1} \binom{k}{j} s^k_j (-1)^{k-j} = \sum_{j=0}^{k-1} \binom{k}{j} s^k_j (-1)^{k-j+1} = \sum_{j=0}^{k-1} \binom{k}{j} s^k_j (-1)^{k+1+j}\]

Now let \(R^{(j)}\) and \(Y^{(j)}\) represent the values of R and Y after the \(j\)’th iteration respectively. In protocol 3 \(R\) is defined as follows:

\[R^{(0)} := (-1)^{k+1}, \quad R^{(j)} := -1 \cdot s_i \cdot R^{(j-1)} \quad \forall j = 1, \ldots, k - 1\]

Which means

\[R^{(j)} = s^k_j (-1)^{k+1+j}, \quad \forall j = 0, \ldots, k - 1. \quad (2.1)\]

\(Y\) is defined as follows:

\[Y^{(j)} := \sum_{\alpha=0}^{j} \binom{k}{\alpha} R^{(\alpha)}, \quad j = 0, \ldots, k - 1\]

Which implies, together with Equation 2.1:

\[Y^{(k-1)} = \sum_{\alpha=0}^{k-1} \binom{k}{\alpha} s^\alpha_j (-1)^{k+1+\alpha} = s^k_j - (s_i - 1)^k\]

Just like with \(F_0\) we can utilize the median trick to produce a \((\epsilon, \delta)\)-approximation of \(F_k\).

**Theorem 22.** [2, Theorem 2.1] Let \(t \geq 8k^{1-1/k} / \delta^2\) and \(\alpha \geq 2 \log_2 1/\epsilon\). Then the median of \(\alpha\) runs of Algorithm 5 with parameter \(t\) provides a \((\epsilon, \delta)\)-approximation of \(F_k\).

**Protocol 4 Secure \(\alpha\)-median \(F_k\)**

**for all** \(i \in [\alpha]\) **do in parallel**

\([\bar{s}_i], m \leftarrow \text{SecureF}_i.\text{Sketch}(\sigma, t)\)

\([f_i] \leftarrow \text{SecureF}_i.\text{Output}([\bar{s}_i], m, k)\)

Sort the \([f_i]\) securely.

\[v \leftarrow \lfloor (\alpha - 1)/2 \rfloor \quad \triangleright \text{index starts at 0}\]

**if** \(k \equiv 0 \mod 2\) **then**

**return** \(\frac{1}{2}([f_i] + [f_{v+1}])\)

**return** \([f_i]\)
Chapter 3

Efficient Private Map on Sparse Datasets & Kaplan-Meier Survival Analysis

This chapter presents an efficient private map operation and its application to Kaplan-Meier survival analysis. Specifically, the method optimizes the speed of the logrank test under MPC to decide if two Kaplan-Meier estimates are statistically different. This use case is introduced in SODA deliverable D4.1, will be elaborated on in section 3.5 below, and will be implemented SODA in deliverable D4.5.

3.1 Multi-Party Computation Framework

We propose a method for carrying out a “map” operation on a secret-shared dataset. We assume that the items in the datasets are vectors so that the full dataset is a matrix with the items as rows, secret-shared between a number of workers. (Either an inputter has secret-shared the dataset beforehand, or it was the result of a previous multiparty computation.) The result is another secret-shared dataset, given as a matrix that contains the result of applying the “map” operation on the dataset; or, for our second variant, a secret-shared vector that contains the result of applying a “map-reduce” operation on the dataset.

Our method can be based on any standard technique for performing multi-party computation between the workers. We require the ability to compute on numbers in a given ring with the primitive operations of addition and multiplication. As is standard in the literature, we describe multi-party computation algorithms as normal algorithms, except that secret-shared values are between brackets, e.g., \([x]\), and operations like \([x] \cdot [y]\) induce a cryptographic protocol between the workers implementing the given operation. Examples of such frameworks are passively secure MPC based on Shamir secret sharing, as described in [35]; or the SPDZ family of protocols, as described in [34, 33, 65].

We further assume four higher-level operations that allow to access array elements at sensitive indices:

- \([i] \leftarrow \text{Ix}(ix)\) returns a “secret index” \([i]\): a representation of array index \(ix\) as one or more secret-shared values
- \(r \leftarrow \text{IxGet}([M]; [i])\) returns the row in the secret-shared matrix \([M]\) pointed to by secret index \([i]\)
- \([M'] \leftarrow \text{IxSet}([M]; [M']; [i])\) returns secret shares of matrix \([M]\) with the row pointed to by secret index \([i]\) replaced by the respective row from \([M']\)
Algorithm 8 provides the details for the map-reduce procedure. The first steps, to check \( \phi \) and obtain a compressed matrix \( [M'] \) (lines 2–10), are identical to above. In this case, \( f \) is applied to \( [M'] \) (line 12)
Protocol 7 Filtered map with complex function $f$, simple function $g$, predicate $\phi$, upper bound $N$, default value $z$

1: function FilteredMap($f, g, \phi, N, z; [M]$)
2: \> compute vector $[v]$ containing ones when predicate $\phi$ is not satisfied
3: for $i = 1, \ldots, |M|$ do $[v_i] \leftarrow 1 - \phi([M_i])$
4: \> compress dataset $[M]$ to items $[M']$ not satisfying $\phi$
5: for $i = 1, \ldots, N$ do $[M'] \leftarrow z$
6: $[\hat{\sum}] \leftarrow \text{Ix}(0)$
7: for $i = 1, \ldots, |M'|$ do
8: $[\Delta M'] \leftarrow ([M'_{u,v}] + [v_j] \cdot ([M'_{u,v}] - [M'_{u,v}]))_{u=1,\ldots,N;v=1,\ldots,k}$
9: $[M'] = \text{IxSet}([M']';[\Delta M']';[j])$
10: $[\hat{\sum}] \leftarrow \text{IxCondUpdate}([\hat{\sum}], [v_i])$
11: \> apply $f$ to compressed dataset, $g$ to full dataset
12: for $i = 1, \ldots, N$ do $[N'] \leftarrow f([M']')$
13: for $i = 1, \ldots, |M'|$ do $[N'] \leftarrow g([M_i])$
14: \> decompress results from $[N']$ back into $[N]$
15: $[\hat{\sum}] \leftarrow \text{Ix}(0)$
16: for $i = 1, \ldots, |M'|$ do
17: $[e] \leftarrow \text{IxGet}([N']';[j])$
18: $[N_i] \leftarrow ([N_i,j] + [v_i] \cdot ([e_j] - [N_i,j]))_{j=1,\ldots,k}$
19: $[\hat{\sum}] \leftarrow \text{IxCondUpdate}([\hat{\sum}], [v_i])$
20: return $[N]$

but there is no need to apply $g$ to $[M]$. Instead, the result is reduced with $\oplus$ and the result returned (line 14).

3.4 Discussion and Possible Extensions

Obtaining upper bounds Our algorithms assume that an upper bound $N$ is available on the number of items in the dataset not satisfying the predicate $\phi$. In some situations, such an upper bound may already be available. For example, in our case study below, the “map” computation is combined with the disclosure of an aggregated version of the dataset, from which an upper bound can be determined. In other situations, an upper bound may not be available but revealing it may not be considered a privacy problem. In this case, after determining the vector $[v]$, its sum $\sum [v_i]$ can be opened up by the workers and used as value for $N$. (As an alternative, the sum can be rounded or perturbed so as not reveal its exact value.) In yet other situations, a likely upper bound may be available but it may be violated. In such a case, $\sum [v_i]$ can be computed and compared to the supposed upper bound, only leaking the result of that comparison disclosed.

Executing $g$ only on mapped items Here, $g$ is executed on all items in the dataset, whereas its result is only used in case $\phi$ is satisfied. If, apart from an upper bound on the number of items not satisfying $\phi$, there is also a lower bound (i.e., an upper bound on the number of items satisfying $\phi$), then by a natural extension, it is also possible to compute $g$ just on those items at the expense of making compression/decompression more expensive. In cases where $g$ is relatively complex, this can pay off.
A dataset containing a number of patients; if the results of the survival analysis are inconclusive, the Kaplan-Meier survival analysis discussed in the next section. In this case, the survival analysis is performed on the number of changed rows.

Consider a setting in which we want to keep track of the result of a "map" operation on an evolving dataset (that is not necessarily sparse). That is, after running a map operation on a dataset, we do not assume sparsity of M but do assume that there is a known (and low) upper bound on the number of changed rows.

Blockwise application  For large datasets, instead of applying our procedures to the whole dataset, it is more efficient to divide the dataset into smaller blocks and apply our map function to these smaller blocks. This is because the indexing functions used in our compression and decompression algorithm typically scale linearly in both the size of the non-compressed and compressed datasets. However, dividing into smaller blocks requires upper bounds for each individual block to be known, as opposed to one overall upper bound. This decreases privacy insofar as these upper bounds are not already known for other reasons. In this sense, our technique allows a trade-off between speed and privacy (where a block size of 1 represents the previously mentioned state-of-the-art alternative to reveal predicate φ for each item in the data set).

Flexible application  While our technique avoids unnecessary executions of f, it does so at the expense of additional evaluations of g, φ, and the compression and decompression procedures. Hence, if the upper bound N is not small enough, using our technique does not save time. (For instance, in the case study below, it only saves time if at most five out of ten items do not satisfy φ.) If the execution times of the various components are known, then based on the upper bound a flexible decision can be made whether to perform a traditional or filtered map. If these times are not known beforehand, they can be measured on-the-go. (And, if the upper bound is zero, then compression/decompression is skipped.)

Application to Evolving Datasets  Consider a setting in which we want to keep track of the result of a "map" operation on an evolving dataset (that is not necessarily sparse). That is, after running a map operation on a dataset, we do not assume sparsity of M but do assume that there is a known (and low) upper bound on the number of changed rows.

This problem occurs, for instance, when performing the “sequential analysis” variant of the Kaplan-Meier survival analysis discussed in the next section. In this case, the survival analysis is performed on a dataset containing a number of patients; if the results of the survival analysis are inconclusive, the the
number of patients is increased and the test is performed again. This test involves a map on a dataset containing event information for each time point; if few patients are added, then few of these rows will have been changed.

This problem is solved with a slightly modified version of FilteredMap. Assume that \( N \) is an upper bound on the number changes from \( \text{[M]} \) to \( \text{[M']} \). In Algorithm 7, instead of computing \( \text{[v]} \) based on \( \phi \), we set \( \text{[v]} \) to one whenever \( \exists i \), \( \exists j \), \( \exists k \) such that \( \text{[M]} \neq \text{[M']} \), i.e., \( \text{[v]} \leftarrow 1 - \text{eqz}(\text{[M]}_1 - \text{[M']}_1) \cdots \text{eqz}(\text{[M]}_k - \text{[M']}_k) \) using function eqz described in the next section. In line 13, rather than computing \( \text{[N]} \) using function \( g \), we take the previous map result \( \text{[N]} \).

Also FilteredMapReduce can be made to work in this setting. Suppose that \( \text{[v]} \) is the running total of applying filtered map-reduce on \( \text{[M]} \) (e.g., as a result of applying FilteredMapReduce), and suppose that \( \text{[M']} \) differs from \( \text{[M]} \) at at most \( N \) entries. We can get a new running total \( \text{[v']} \) via a similar approach. (Unfortunately this requires \( 2N \) evaluations of \( f \) instead of \( N \). This is because we do not just need to add the new result of applying \( f \) to \( v \); we also need to subtract the old result, which we thus need to re-compute.) In detail, we compute \( \text{[v']} \) as in the preceding paragraph. We apply lines 4–10 both to \( \text{[M]} \) to obtain \( \text{[S]} \), and to \( \text{[M']} \) to obtain \( \text{[S']} \). In line 12, we compute \( \text{[N]} \leftarrow f(\text{[S]}) \circ f(\text{[S']} \). Finally, in line 14 we return \( \text{[v]} \oplus \text{[N]} \oplus \cdots \oplus \text{[N]} \).

### 3.5 Use Case: Kaplan-Meier Survival Analysis

We now present a concrete case study in which the above techniques improve the performance of a “map” operation (specifically, the filtered map-reduce). The case study is to perform Kaplan-Meier survival analysis.

**Kaplan-Meier Survival Analysis** The Kaplan-Meier estimator is an estimation of the survival function (i.e., the probability that a patient survives beyond a specified time) based on lifetime data. The estimated probability \( p_i \) at a given time \( t \) is given as \( p_i = \prod_{j \leq i} (n_j - d_j)/n_j \), where \( n_j \) is the number of patients still in the study just before time \( j \) and \( d_j \) is the number of deaths at time \( j \); the product is over all time points where a death occurred. \( n_j \) decreases not just by deaths but also by people dropping out of the study for other reasons.

A simple statistical test to decide if two Kaplan-Meier estimates are statistically different is the so-called Mantel-Haenzel logrank test. For instance, this is the test performed by R’s `survdiff` call\(^1\). Given values \( n_{j,1}, n_{j,2}, d_{j,1}, d_{j,2} \) at each time point \( t \), define:

\[
E_{j,1} = \frac{(d_{j,1} + d_{j,2}) \cdot n_{j,1}}{n_{j,1} + n_{j,2}}; \quad V_j = \frac{n_{j,1}n_{j,2}(d_{j,1} + d_{j,2})(n_{j,1} + n_{j,2} - d_{j,1} - d_{j,2})}{(n_{j,1} + n_{j,2})^2}: (n_{j,1} + n_{j,2} - 1);
\]

\[
X = \frac{\sum_j E_{j,1} - \sum_j d_{j,1}}{\sum_j V_j}.
\]

The null hypothesis, i.e., the hypothesis that the two curves represent the same underlying survival function, corresponds to \( X \approx \chi^2_1 \). This null hypothesis is rejected (i.e., the curves are different) if \( 1 - \text{cdf}(X) > \alpha \), where \( \text{cdf} \) is the cumulative density function of the \( \chi^2_1 \) distribution and, e.g., \( \alpha = 0.05 \).

Note that the computation of this statistical test can be performed using a map-reduce operation. Namely, we map each tuple \( (n_{j,1}, n_{j,2}, d_{j,1}, d_{j,2}) \) to \( (E_{j,1}, V_j, d_{j,1}) \) and reduce these values using point-wise summation to obtain \( (\sum E_{j,1}, \sum V_j, \sum d_{j,1}) \); and we use these values to compute \( X \). Moreover, note

\(^1\)Alternatively, R can perform a variant of this test: the “Cox-Mantel logrank test”, which is much more complicated to compute.
that, under the easy to establish criterion \( \phi := (d_{j,1}, d_{j,2}) = (0, 0) \), we have that \((E_{j,1}, V_{j}, d_{j,1}) = (0, 0, 0)\) (the neutral element under point-wise summation), so the conditions under which we can apply filtered map-reduce are satisfied. As default value, \(z = (n_{j,1}, n_{j,2}, d_{j,1}, d_{j,2}) = (1, 1, 0, 0)\) can be used.

### Anonymized Survival Graph and Upper Bounds

In SODA deliverable D4.1, requirements for demonstrators, we propose a workflow for medical research in which the researcher inspects anonymized (e.g., aggregated) patient information to formulate hypotheses that are then tested in a privacy-friendly way on the exact, non-anonymized data. In the case of Kaplan-Meier, the non-anonymized data are the \(n\) values (e.g., aggregated) patient information to formulate hypotheses that are then tested in a privacy-friendly way on the exact, non-anonymized data. In the case of Kaplan-Meier, the non-anonymized data are the values \(n_j\) and \(d_j\) at each time. We propose to anonymize this data by merging different time points. In particular, a block of \(N\) consecutive time points \((n_i, d_i)_{i=1,...,N}\) are anonymized to one time point \((n, d)\) with \(n = n_1, d = \sum d_i\).

Note that this anonymized survival data enables us to establish an upper bound on the number of time points for which the above \(\phi\) does not hold. Namely, give anonymized time points \((n, d), (n', d')\), the number of points in the block corresponding to \((n, d)\) is at most \(n - n'\): the number of people that dropped out during that time interval. Hence, for each block we have an upper bound, enabling us to use block-wise application of our map-reduce algorithm as discussed above.

### Performing the Kaplan-Meier Statistical Test

We now provide the details of performing the statistical test on Kaplan-Meier survival data. Apart from the basic MPC framework discussed above, we also assume availability of the following:

- A function \(\|c\| \leftarrow \text{Div}([a], [b], L)\) that, given secret-shared \([a]\) and \([b]\), returns secret-shared \([c]\) such that \(a/b \approx c \cdot 2^{-L}\), i.e., \(c\) is a fixed-point representation of \(a/b\) with \(L\) bits precision. Such an algorithm can be obtained by straightforward adaptation of division algorithms from \([35]\) or \([15]\). By convention, we write \([a]^{-1}, [a]^2\) for a secret-share representing a fixed-point value with precision \(\text{BITS}_1, \text{BITS}_2\) defined by the application.

- An operator \([b] \leftarrow [a] \gg L\) that shifts secret-shared value \(a\) to the right by \(L\) bits, as also found in \([35]\) or \([15]\).

- A function \(\|f\|l\) \leftarrow \text{eqz}([x])\) that sets \(f l = 1\) if \(x = 0\), and \(f l = 0\) otherwise. A protocol to implement this is described in \([35]\).

Given these primitives, it is straightforward to implement the row-wise operation for the Kaplan-Meier test, i.e., the function \(f\) for the map-reduce operation, as shown in Algorithm 9. The algorithm to evaluate \(\phi\), i.e., the function that computes which rows do not contribute to the test, is shown in Algorithm 10.

The overall algorithm for performing the logrank test is shown in Algorithm 11. First, as discussed above, we compute anonymized survival data (lines 1–5): for each \(S\)-sized block we take the number of participants from the first time point (line 4) and the sum of deaths from all time points (line 5). Then, for each block, the upper bounds on the number of events is computed (line 7) and the FilteredMapReduce function is applied to obtain the contributions of those time points to the overall test statistic (line 9). This information is summed together, and from that the test statistic is computed (lines 10–17).

### Implementation and Results

To test the effectiveness of our approach, we have made a prototype implementation of the above system. The multi-party computation framework has been instantiated by FRESCO (https://github.com/aicis/fresco), using their SPDZ back-end for two parties. This framework provides the MPC functionality needed, as discussed in Section 3.1. Concerning the
Afterwards, time needed for compression, mapping on the compressed list, and decompression, each (the top row) with our filtered map for various values of the upper bound. As can be seen, applying the SPDZ protocol used, while performing a computation, consumes certain pre-processed data (in the normal map and our optimised map.

The result on the overall Kaplan-Meier computation on a representative dataset (the “btrial” set supplied because anonymized data is released in groups of ten time points), the graph compares normal map case study. Assuming a list of ten time points for which an upper bound is available (for instance, particular, so-called multiplication triples and pre-shared random bits) that needs to be generated prior to performing the computation. With state-of-the-art tools, the effort for preprocessing is one or more orders of magnitude more than the effort for the computation itself [65]; therefore, preprocessing effort is a realistic measure of overall effort. To estimate preprocessing time, we keep track of the amount of pre-processed data needed during the computation; we then multiply this with the cost per pre-processed item, which we obtained by simulating both preprocessing parties in one virtual machine on a modern laptop.\(^2\)

As a performance metric, we use an estimate of the preprocessing time required for the computation. The SPDZ protocol used, while performing a computation, consumes certain pre-processed data (in particular, so-called multiplication triples and pre-shared random bits) that needs to be generated prior to performing the computation. With state-of-the-art tools, the effort for preprocessing is one or more orders of magnitude more than the effort for the computation itself [65]; therefore, preprocessing effort is a realistic measure of overall effort. To estimate preprocessing time, we keep track of the amount of pre-processed data needed during the computation; we then multiply this with the cost per pre-processed item, which we obtained by simulating both preprocessing parties in one virtual machine on a modern laptop.\(^2\)

Figure 3.1 compares a traditional MPC-based map approach to our approach for the Kaplan-Meier case study. Assuming a list of ten time points for which an upper bound is available (for instance, because anonymized data is released in groups of ten time points), the graph compares normal map (the top row) with our filtered map for various values of the upper bound. As can be seen, applying the filter (i.e., determining which rows do not contribute to the final result) takes virtually no time. Afterwards, time needed for compression, mapping on the compressed list, and decompression, each increase linearly with the upper bound. When the upper bound is six, the overhead of compressing and decompressing becomes so large that it is faster to perform a direct map (if decomposition is not needed, compress-cancel is still cheaper for upper bound six but not for upper bound seven). The overall result on the overall Kaplan-Meier computation on a representative dataset (the “btrial” set supplied

---

\(^2\)Actual costs may be different in different deployments, but this gives an idea of the relative performance between using the normal map and our optimised map.
Protocol 11 Logrank test on survival curves, using filtered map-reduce

Input: $[\mathbf{n}], [\mathbf{d}]$ $t$-by-$2$ matrices of lifetime data for two populations; $S$ step size

Output: $\mathbf{N}, \mathbf{D}$ anonymized data, $p$ p-value for hypothesis of same survival function

1: for $j \leftarrow 1, \ldots, \lceil t/S \rceil + 1$ do $\triangleright$ generate anonymized data
2: $b \leftarrow (j - 1)S + 1; e \leftarrow jS$
3: $\triangleright$ by convention, $[\mathbf{n}]$ is extended with copies of its last row and $[\mathbf{d}]$ by zeros
4: $\mathbf{N}_{j,1} = \text{Open}([\mathbf{n}_{b,1}]); \mathbf{N}_{j,2} = \text{Open}([\mathbf{n}_{b,2}])$
5: $\mathbf{D}_{j,1} = \text{Open}(\sum_{i=b}^{e}[\mathbf{d}_{i,1}]); \mathbf{D}_{j,2} = \text{Open}(\sum_{i=b}^{e}[\mathbf{d}_{i,2}])$
6: for $j \leftarrow 1, \ldots, \lceil t/S \rceil$ do $\triangleright$ compute contributions for each block
7: $b \leftarrow (j - 1)S + 1; e \leftarrow jS; N \leftarrow N_{j,1} + N_{j,2} - N_{j+1,1} - N_{j+1,2}$
8: $[\mathbf{M}] \leftarrow ([\mathbf{d}_{i,1}]; [\mathbf{d}_{i,2}]; [\mathbf{n}_{i,1}]; [\mathbf{n}_{i,2}])_{i=b,\ldots,e}$
9: $([e]_{1}^{1}, [v]_{1}^{1}, [d]_{1}^{1}) \leftarrow \text{FilteredMapReduce}(f, \phi, +, N, (0, 0, 1, 1); [\mathbf{M}])$
10: $[d_{tot}]^{1} \leftarrow \sum_{j=1}^{\lceil t/S \rceil} [d]_{j}^{1}; [d_{tot}]^{1} \leftarrow [d_{tot}] \ll \text{BITS}_1$
11: $[e_{tot}]^{1} \leftarrow \sum_{j=1}^{\lceil t/S \rceil} [e]_{j}^{1}; [v_{tot}]^{1} \leftarrow \sum_{j=1}^{\lceil t/S \rceil} [v]_{j}^{1}$
12: $[d_{mi}]^{1} \leftarrow [d_{tot}]^{1} - [v_{tot}]^{1}$
13: $[chi]_{0}^{12} \leftarrow \text{Div}([d_{mi}]^{1}; [v_{tot}]^{1}; \text{BITS}_2)$
14: $[chi]^{12} \leftarrow [chi]_{0}^{12} \cdot [d_{mi}]^{1}$
15: $[chi]^{1} \leftarrow [chi]^{12} \gg \text{BITS}_2$
16: $\text{chi}^{1} \leftarrow \text{Open}([chi]^{1})$
17: $p \leftarrow 1 - \text{cdf} \chi_{1}^{2}(\text{chi}^{1} \cdot 2^{-\text{BITS}_1})$
18: return $\mathbf{N}, \mathbf{D}, p$

with the R statistics package) is a time decrease of 51% on the map-reduce operation, which is the bulk of the overall computation.
Figure 3.1: Performance of normal vs filtered map on length-10 Kaplan-Meier survival database, in terms of estimated preprocessing time
Chapter 4

Combining Private Set-Intersection with Secure Two-Party Computation

Private Set-Intersection (PSI) is one of the most popular and practically relevant secure two-party computation (2PC) tasks. Therefore, designing special-purpose PSI protocols (which are more efficient than generic 2PC solutions) is a very active line of research. In particular, a recent line of work has proposed PSI protocols based on oblivious transfer (OT) which, thanks to recent advances in OT-extension techniques, is nowadays a very cheap cryptographic building block.

Unfortunately, these protocols cannot be plugged into larger 2PC applications since in these protocols one party (by design) learns the output of the intersection. Therefore, it is not possible to perform secure post-processing of the output of the PSI protocol.

In this chapter we describe a novel and efficient OT-based PSI protocol that produces an “encrypted” output that can therefore be later used as an input to other 2PC protocols. In particular, the protocol can be used in combination with all common approaches to 2PC including garbled circuits, secret sharing and homomorphic encryption. Thus, the protocol can be combined with the right 2PC techniques to achieve more efficient protocols for computations of the form $z = f(X \cap Y)$ for arbitrary functions $f$.

The protocol and the content of this chapter first appeared as a paper with title “Combining Private Set-Intersection with Secure Two-Party Computation” by Michele Ciampi and Claudio Orlandi. The paper was published and presented at SCN 2018 [22].

4.1 Introduction

Private Set-Intersection (PSI) is one of the most practically relevant secure two-party computation (2PC) tasks. In PSI two parties hold two sets of strings $X$ and $Y$, respectively. At the end of the protocol one (or both) party should learn the intersection of the two sets $Z = X \cap Y$ and nothing else about the input of the other party.

There are many real-world applications in which PSI is required. As an example, when mobile users install messaging apps, they need to discover whom among their contacts (from their address book) is also using the app, in order to be able to start communicating seamlessly with them. Doing so requires users to learn the intersection of their contact list with the list of registered users of the service which is stored at the server side. This is typically done by having users send their contact list to the server that can then compute the intersection and return the result to the user. Unfortunately, this solution is very problematic not only for the privacy of the user, but for the privacy of the users’ contacts as well! In particular, some of the people in the contact list might not want their
phone number being transferred and potentially stored by the server, but they have no control over this.\(^1\) Note that this is not just a theoretically interesting problem and that Signal (one of the most popular end-to-end encrypted messaging app) has recently recognized this as being a real problem and offered partial solutions to it.\(^2\) PSI has many other applications, including computing intersections of suspect lists, private matchmaking (comparing interests), testing human genome \(^5\), privacy-preserving ride-sharing \(^49, 86\), botnet detection \(^81\), advertisement conversion rate \(^54\) and many more.

From a feasibility point of view, PSI is just a special case of 2PC and therefore any generic 2PC protocol (such as \([103, 47]\)) could be used to securely evaluate PSI instances as well. However, since PSI is a natural functionality that can be applied in numerous real-world applications, many efficient protocols for this specific functionality have been proposed, with early results dating back to the 80s \([98, 74]\). The problem was formally defined in \([44]\) and follow up work increased the efficiency of PSI protocols to have complexity only linear in the inputs of the parties \([58, 27]\). A very recent work shows how to obtain a protocol where communication complexity is linear in the size of the smaller set and logarithmic in the larger set \([19]\).

However, these protocols still require performing expensive public-key operations (e.g., exponentiations) for every element in the input sets. As public-key operations are orders of magnitudes more expensive than symmetric key operations, these protocols are not practically efficient for large input sets. In the meanwhile, generic techniques for 2PC had improved by several orders of magnitude and the question of whether special purpose protocols or generic protocols were most efficient has been debated in \([53, 28]\). Due to its practical relevance, PSI protocols in the server-aided model have been proposed as well \([62]\). Independent and concurrent works \([89, 41]\) consider the problem of using a PSI protocol to construct more complex functionality in an efficient way. More specifically, \([89]\) provides a way to securely compute many variants of the set intersection functionality using a clever combination of Cuckoo hashing and garbled circuit. The work of Falk et al. \([41]\) focuses on obtaining a PSI protocol that is efficient in terms input communication. In addition, the authors of \([41]\) propose a PSI protocol where the output can be secret shared that has communication complexity of \(O(m\lambda \log \log m)\), where \(\lambda\) is the bit-length of the elements and \(m\) is the set-size.

The techniques used in this chapter significantly differ from the techniques used in \([89, 41]\). Our solution avoids the use of garbled circuits and rely on the security and the efficiency of OT and symmetric key encryption schemes.

### 4.1.1 OT-based PSI

The most efficient PSI protocols today are those following the approach of PSZ \([88, 90]\). These protocols make extensive use of a cryptographic primitive known as oblivious transfer (OT). While OT provably requires expensive public-key operation, OT can be “extended” as shown by \([55, 3, 67]\) i.e., the few necessary expensive public-key operations can be amortized over a very large number of OT instances, and the marginal cost of OT is only a few (faster) symmetric key operations instead. In particular, improvements in OT-extension techniques directly imply improvements to PSI protocols as shown by e.g., \([68, 85]\).

In a nutshell, the PSZ protocol introduced two important novel ideas to the state of the art of PSI. First, they give an efficient instantiation of the private set membership protocol (PSM) introduced

---

\(^1\)Some apps do not transfer the contact list in cleartext, but a hashed version instead. However, since the domain space of phone numbers is small enough to allow for brute forcing of the hashes, this does not guarantee any real privacy guarantee.

\(^2\)Unfortunately, the Signal team has concluded that current PSI protocols are too inefficient for their application scenario and relied on trusted-hardware instead, in the style of \([100]\). See [https://signal.org/blog/private-contact-discovery/](https://signal.org/blog/private-contact-discovery/) for more details on this.
in [43] based on OT. Second, they show how to efficiently implement PSI from PSM using hashing
techniques. (An overview of their techniques is given below).

4.1.2 Our contribution

The main contribution of this chapter is to give an efficient instantiation of PSM that provides output
in encrypted format and can therefore be combined with further 2PC protocols. Our PSM protocol
can be naturally combined with the hashing approach of PSZ to give a PSI protocol with encrypted
output achieving the same favourable complexity in the input sizes. This enables the combination
the efficiency of modern PSI techniques with the potentials of general 2PC. Combining our protocols
with the right 2PC post-processing allows more efficient evaluation of functionalities of the form
\[ Z = f(X \cap Y) \]
for any function \( f \). Like in PSZ we only focus on semi-honest security. Using the
protocol together with an actively secure OT-extension protocol such as [4, 64] would result in a
protocol with privacy but not correctness (i.e., the view of the protocol without the output can be
efficiently simulated), which is a meaningful notion of security in some settings. PSI protocols with
security against malicious adversaries have been proposed in e.g., [51, 94, 95]. It is an interesting open
problem to design efficient protocols which are both secure against active (or covert) adversaries and
that produce encrypted output. Also, like in PSZ, we only focus on the two-party setting. The recent
result of [52] has shown that multiparty set-intersection can be computed efficiently. Extending our
result to the multiparty case is an interesting future research direction.

We also compare the computation complexity of our scheme for PSM with all the circuit-based
PSI approaches (which can be combined with further postprocessing) proposed in [91]. More precisely,
in Table 4.1 we compare our protocol with the protocols of [91] in terms of number of symmetric key
operations, and bits exchanged between the parties. The result of this comparison is that our protocol
has better performance, in terms of computational complexity, than all the circuit-based PSI approaches
considered for our comparison\(^3\). We refer the reader to the original paper for more details about this
comparison.

4.1.3 Improving the efficiency of smart contract protocols

Most of the cryptocurrency systems are built on top of blockchain technologies where miners run
distributed consensus whose security is ensured as long as the adversary controls only a minority of the
miners. Some cryptocurrency systems allow to run complex programs and decentralized applications
on the blockchain. In Ethereum\(^4\) those programs are called smart contracts. Roughly speaking, the
aim of a smart contract is to run a protocol and start a transaction to pay a user of the cryptocurrency
systems according to the output of the protocol execution. Unfortunately, this interesting feature of the
smart contracts does not come for free. Indeed, in order to execute a smart contract, it is required to pay
a gas fee that depends on the number of instructions of the protocol to be executed. So, higher is the
complexity of protocol, higher is the price to pay. In this context a cryptographic protocol that outputs
intermediate values in a secret shared way is particularly useful. Suppose that two parties want to
securely compute \( f(X \cap Y) \) for arbitrary functions \( f \), and reward another party depending on the output
of this computation. Instead of writing on a smart contract the entire protocol to compute \( f(X \cap Y) \),

\(^3\)The complexity of the protocols proposed in [91] depends upon parameters that are also related to the used hash function.
In order to make our comparison fair, we have set these parameters as showed in the first column in Table 10 of [91]. More
precisely, the authors of [91] show in that table which parameters are adopted for their empirical efficiency comparison for
the case where one set is much greater than the other set (which is exactly the case of PSM).

\(^4\)http://www.ethereum.org.
the two parties could run a sub-protocol Π to obtain a secret share of $\chi = X \cap Y$ without using a smart contract, and then run another sub-protocol $\Pi'$ to compute $f(\chi)$, this time using a smart contract to enforce the reward policy. Following this approach it is possible to move part of the computation off-chain, thus increasing the performance and, at the same time, decreasing the costs required to execute the smart contract. Moreover, we observe that $\chi$ can be reused to compute different functions $f'$. The scenario described above is particularly interesting if one of the party can be fully malicious, but in this work we will focus on semi-honest security leaving the above as an open question.

<table>
<thead>
<tr>
<th></th>
<th># of sym. key operations</th>
<th>Communication [bits]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yao SCS [53]</td>
<td>$12\lambda M \log M + 3\lambda M$</td>
<td>$2\lambda M s(1 + 3 \log M)$</td>
</tr>
<tr>
<td>GMW SCS [53]</td>
<td>$12\lambda M \log M$</td>
<td>$6\lambda M (s + 2) \log M$</td>
</tr>
<tr>
<td>Yao PWC [91]</td>
<td>$4\lambda M + 6393\lambda$</td>
<td>$\lambda (M 3s + 3198s + 15, 6)$</td>
</tr>
<tr>
<td>GMW PWC [91]</td>
<td>$6\lambda M + 9594\lambda$</td>
<td>$\lambda (M 4 + 6396 + 2sM + 6396s)$</td>
</tr>
<tr>
<td>This work</td>
<td>$4\lambda M + 3\lambda$</td>
<td>$2\lambda Ms + Ms$</td>
</tr>
</tbody>
</table>

Table 4.1: Computation and communication complexity comparison for the PSM case. $M$ represents the size of the set, $s$ is the security parameter and $\lambda$ is the bit-length of each element.

### 4.2 Technical overview

#### 4.2.1 Why PSZ and 2PC do not mix

We start with a quick overview of the PSM protocol in PSZ [88, 90], to explain why their protocol inherently reveals the intersection to one of the parties. From a high-level point of view, the protocol is conceptually similar to the PSM protocol from oblivious pseudorandom function (OPRF) of [43], except that the OPRF is replaced with a similar functionality efficiently implemented using OT. For simplicity, here we will use the OPRF abstraction.

The goal of a PSM protocol is the following: the receiver $R$ has input $x$, and the sender $S$ has input a set $Y$; at the end of the protocol the receiver learns whether $x \in Y$ or not while the sender learns nothing. The protocol starts by using the OPRF subprotocol, so that $R$ learns $x^* = F_k(x)$ (where $k$ is known to $S$), whereas $S$ learns nothing about $x$. Now $S$ evaluates the PRF on her own set and sends the set $Y^* = \{y^* = F_k(y) | y \in Y\}$ to $R$, who checks if $x^* \in Y^*$ and concludes that $x \in Y$ if this is the case. In other words, we map all inputs into pseudorandom strings and then let one of the parties test for membership “in the clear”. Since the party performing the test doesn’t have access to the mapping (e.g., the PRF key), this party can only check for the membership of $x$ and no other points (i.e., all elements in $Y^* \setminus \{x^*\}$ are indistinguishable from random in $R$’s view).

From the above description, it should be clear that the PSZ PSM inherently reveals the output to one of the parties. Turning this into a protocol which provides encrypted output is a challenging task. Here is an attempt at a “strawman” solution: we change the protocol such that $R$ still learns the pseudorandom string $x^* = F_k(x)$ corresponding to $x$, but now $S$ sends a value for every element in the universe. Namely, for each $i$ (in the domain of $Y$) $S$ sends an encryption of whether $i \in Y$ “masked” using $F_k(i)$ e.g., $S$ sends $c_i = F_k(i) \oplus E(i \in Y)$

$^5$The exact format of the “encryption” $E(\cdot)$ would depend on the subsequent 2PC protocol and is irrelevant for this high-level description.
While this protocol produces the correct result, its complexity is exponential in the bit-length of $|x|$, which is clearly not acceptable.

Intuitively, we know that only a polynomial number of $c_i$’s will contain encryptions of 1, and therefore we need to find a way to “compress” all the $c_i$ corresponding to $i \notin Y$ into a single one, to bring the complexity of the protocol back to $O(|Y|)$. In the following, after defining some useful notation, we give an intuitive explanation on how to do that.

### 4.2.2 Our protocol

We introduce some useful (and informal) notation in order to make easier to understand the ideas behind our construction. We let $Y = \{y_1, \ldots, y_M\}$ be the input set of the sender $S$, and we assume w.l.o.g. that $|Y| = M = 2^n$. All strings have the same length e.g., $|x| = |y| = \lambda$. We will use a special symbol $\perp$ such that $x \not\perp x$.x. We use a function Prefix$(x, i)$ that outputs the $i$ most significant bits of $x$ $(\text{Prefix}(x, i) \neq \text{Prefix}(x, j)$ when $i \neq j$ independently of the value of $x$) and for simplicity we define Prefix$(Y, i)$ to be the set constructed by taking the $i$ most significant bits of every element in $Y$.

The protocol uses a symmetric key encryption scheme $\text{Sym} = (\text{Gen, Enc, Dec})$ with the additional property that given a key $k \leftarrow \text{Gen}(1^\lambda)$ it is possible to efficiently verify if a given ciphertext is in the range of $k$ (see the original paper for a formal definition).

Finally, the output of the protocol will be one of two strings $\gamma_0, \gamma_1$ chosen by $S$, respectively denoting $x \notin Y$ and $x \in Y$. The exact format of the two strings depends on the protocol used for post-processing. For instance if the post-processing protocol is based on: 1) garbled circuits, then $\gamma_0, \gamma_1$ will be the labels corresponding to some input wire; 2) homomorphic encryption, then $\gamma_0 = \text{Enc}(pk, b)$ for some homomorphic encryption scheme $\text{Enc}$; 3) secret-sharing, then $\gamma_0 = s_2 \oplus b$ where $s_2$ is a uniformly random share chosen by $S$, so that if $R$ defines its own share as $s_1 = \gamma_0$ then it holds that $s_1 \oplus s_2 = b$.\footnote{Sets can always be padded with dummy elements, but the complexity of the protocol can match $M$ that in practice can be $M \approx 2^{n^2}$.}

In order to “compress” the elements of $Y$ we start by considering an undirected graph with a level structure of $\lambda + 1$ levels. The vertices in the last level of this graph will correspond to the elements of $Y$. More precisely, we associate the secret key $k_{b_1\ldots b_0}$ of a symmetric key encryption scheme $\text{Sym}$ to each element $y = b_\lambda \ldots b_1 \in Y$. The main idea is to allow the receiver to obliviously navigate this graph in order to get the key $k_{b_1\ldots b_0}$ if $x = y$, for some $y = b_\lambda \ldots b_1 \in Y$, or a special key $k^*$ otherwise. Moreover we allow the receiver to navigate the graph efficiently, that is, every level of the graph is visited only once.

Once a key $k$ is obtained by the receiver, the sender sends $O(|Y|)$ ciphertexts in a such a way that the key obtained by the receiver can decrypt only one ciphertext. Moreover the plaintext of this ciphertext will correspond to $\gamma_0$ or $\gamma_1$ depending on whether $x \in Y$ or not.

**First step: construct the graph**

Each graph level $i \in \{0, \ldots, \lambda\}$ has size at most $|\text{Prefix}(Y, i)| + 1$. More precisely, for every $t = b_\lambda \ldots b_i \in \text{Prefix}(Y, i)$ there is a node in the level $i$ of $G$ that contains a key $k_{b_i \ldots b_0}$ In addition, in the level $i$ there is a special node, called sink node that contains a key $k^*$ (which we refer to as sink key). The aim of $k^*$ is to represent all the values that do not belong to $\text{Prefix}(i, Y)$.

\footnote{We can assume $\lambda$ be smaller than the (statistical) security parameter $\rho$ and we will denote the bit decomposition of $x$ by $x = x_2 \ldots x_1$. Otherwise before running the protocol the parties can hash their input down and run the protocol with inputs $h(x)$ and $h(Y) = \{h(y_1), \ldots, h(y_M)\}$. Clearly if $x = y$ then $h(x) = h(y)$, and for correctness we need that $\Pr[h(x) \in h(Y) \land x \notin Y] < 2^{-\rho}$.}

\footnote{Here we use $\oplus$-secret sharing without loss of generality. Any 2-out-2 secret sharing would work here.}
Let us now describe how the graph $G$ is constructed. First, for $i = 1, \ldots , \lambda$ the key (for a symmetric key encryption scheme) $k_i^*$ is generated using the generation algorithm $\text{Gen}(\cdot )$. As discussed earlier the aim of these keys is to represent the elements that do not belong to $Y$. More precisely, the sink key $k_{\lambda}^*$ (the last sink key) will be used to encrypt the output $y_0$ corresponding to non-membership in the last step of our protocol. Note that if $\text{Prefix}(x, i) \notin \text{Prefix}(Y, i)$ then $\text{Prefix}(x, j) \notin \text{Prefix}(Y, j)$ for all $j > i$. Therefore, once entered in a sink node, the sink path is never abandoned and thus the final sink key $k_{\lambda}^*$, will be retrieved (which allows recovery of $y_0$). Let us now give a more formal idea of how $G$ is constructed.

- The root of $G$ is empty, and in the second level there are two vertices $k_0$ and $k_1$ where

$$
k_b = \begin{cases} 
& k \leftarrow \text{Gen}(1^s), \quad \text{if } b \in \text{Prefix}(Y, 1) \\
& k_1^*, \quad \text{otherwise}
\end{cases}
$$

- For each vertex $k_t$ in the level $i \in \{1, \ldots , \lambda\}$ and for $b = 0, 1$ create the node $k_{t||b}$ as follows (if it does not exists) and connect $k_t$ to it.

$$
k_{t||b} = \begin{cases} 
& k \leftarrow \text{Gen}(1^s), \quad \text{if } t||b \in \text{Prefix}(Y, i + 1) \\
& k_{i+1}^*, \quad \text{if } t||b \not\in \text{Prefix}(Y, i + 1) \\
& k_{i+1}^*, \quad \text{if } k_t = k_{i+1}^*
\end{cases}
$$

We observe that a new node $k_{t||b}$ is generated only when $t||b \in \text{Prefix}(Y, i)$. In the other cases the sink node $k_{i+1}^*$ is used.

In Fig. 4.1 we show an example of what the graph $G$ looks like for the set $Y = \{010, 011, 110\}$. In this example it is possible to see how, in the 2nd level, all the elements that do not belong to $\text{Prefix}(Y, 2)$ are represented by the sink node $k_2^*$. Using this technique we have that in the last level of $G$ one node ($k_3$ in this example) is sufficient to represent all the elements that do not belong to $Y$. Therefore, we have that the last level of $G$ contains at most $|Y| + 1$ elements. We also observe that every level of $G$ cannot contain more than $|Y| + 1$ nodes.

![Figure 4.1: Example of how the graph $G$ appears when the sender holds the set $Y$.](image-url)
Second step: oblivious navigation of \( G \)

Let \( x = x_\lambda x_{\lambda-1} \ldots x_1 \) be the receiver’s (R’s) private input and \( Y \) be the sender’s (S’s) private input. After S constructs the graph \( G \) we need a way to allow R to obtain \( k_{x_\lambda, x_{\lambda-1} \ldots x_1} \) if \( x \in Y \) and the sink key \( k^*_\lambda \) otherwise. All the computation has to be done in such a way that no other information about the set \( Y \) is leaked to the receiver, and as well that no information about \( x \) is leaked to the sender. In order to do so we use \( \lambda \) executions of 1-out-of-2 OT. The main idea is to allow the receiver to select which branch to explore in \( G \) depending on the bits of \( x \). More precisely, in the first execution of OT, R will receive the key \( k_{x_1} \) iff there exists an element in \( Y \) with the most significant bit equal to \( x_\lambda \), the sink key \( k^*_\lambda \) otherwise. In the second execution of OT, R uses \( x_{\lambda-1} \) as input and S uses \((c_0, c_1)\) where \( c_0 \) is computed as follows:

- For each key in the second level of \( G \) that has the form \( k_{i||0} \), the key \( k_{i||0} \) is encrypted using the key \( k_t \).
- For every node \( v \) in the first level that is connected to a sink node \( k^*_t \) in the second level, compute an encryption of \( k^*_t \) using the key contained in \( v \).
- Pad the input with random ciphertexts up to the upper bound for the size of this layer (more details about this step are provided later).
- Randomly permute these ciphertexts.

The procedure to compute the input \( c_1 \) is essentially the same (the only difference is that in this case we consider every key with form \( k_{i||1} \) and encrypt it using \( k_t \)).

Roughly speaking, in this step every key contained in a vertex \( u \) of the second level is encrypted using the keys contained in the vertex \( v \) of the previous level that is connected to \( u \). For example, following the graph provided in Fig.4.1, \( c_0 \) would be equal to \( \{\text{Enc}(k_0, k^*_2), \text{Enc}(k_1, k^*_2)\} \) and \( c_1 \) to \( \{\text{Enc}(k_0, k_0), \text{Enc}(k_1, k_1)\} \).

Thus, after the second execution of OT R receives \( c_{x_{\lambda-1}} \) that contains the ciphertexts described above where only one of these can be decrypted using the key \( k \) obtained in the first execution of OT. The obtained plaintext corresponds to the key \( k_{x_\lambda, x_{\lambda-1}} \) if \( \text{Prefix}(x, 2) \in \text{Prefix}(Y, 2) \), to the sink key \( k^*_2 \) otherwise. The same process is iterated for all the levels of \( G \). More generally, if \( \text{Prefix}(x, j) \in \text{Prefix}(Y, j) \) then after the \( j \)-th execution of OT R can compute the key \( k_{x_\lambda, x_{\lambda-1} \ldots x_{j-1}} \) using the key obtained in the previous phase. Conversely if \( \text{Prefix}(x, j) \notin \text{Prefix}(Y, j) \) then the sink key \( k^*_j \) is obtained by R. We observe that after every execution of OT R does not know which ciphertext can be decrypted using the key obtained in the previous phase, therefore he will try to decrypt all the ciphertext until the decryption procedure is successful. To avoid adding yet more indexes to the (already heavy) notation of our protocol we deal with this using a private-key encryption scheme with efficiently verifiable range. We note that this is not necessary and that when implementing the protocol one can instead use the *point-and-permute technique* [9]. This, and other optimisations and extensions of our protocol, are described in Section 4.3.

Third step: obtain the correct share

In this step S encrypts the output string \( y_0 \) using the key \( k^*_\lambda \) and uses all the other keys in the last level of \( G \) to encrypt the output string \( y_1 \).\(^{10} \) At this point the receiver can only decrypt either the ciphertext

\(^{10}\)The key \( k^*_\lambda \) could not exists; e.g. if \( Y \) contains all the strings of \( \lambda \) bits.
that contains $\gamma_0$ if $x \notin Y$ or one (and only one) of the ciphertexts that contain $\gamma_1$ if $x \in Y$. In the protocol that we have described so far $R$ does not know which ciphertext can be decrypted using the key that he has obtained. Also in this case we can use a point-and-permute technique to allow $R$ to identify the only ciphertext that can be decrypted using his key.

**On the need for padding** As describe earlier, we might need to add some padding to the OT sender’s inputs. To see why we need this we make the following observation. We recall that in the $i$-th OT execution the sender computes an encryption of the keys in the level $i$ of the artificial graph $G$ using the keys of the previous level $(i-1)$.$^{11}$ As a result of this computation the sender obtains the pair $(c^0_i, c^1_i)$, that will be used as input of the $i$-th OT execution, where $c^0_i$ (as well as $c^1_i$) contains a number of encryptions that depends upon the number of vertices on level $(i-1)$ of $G$. We observe that this leaks information about the structure of $G$ to the receiver, and therefore leaks information about the elements that belong to $Y$. Considering the example in Fig. 4.1, if we allow the receiver to learn that the 2nd level only contains 3 nodes, then the receiver would learn that all the elements of $Y$ have the two most significant bits equal to either $t$ or $t'$ for some $t, t' \in \{0, 1\}^2$ (in Fig.4.1 for example we have $t = 01$ and $t' = 11$; note however that the receiver would not learn the actual values of $t$ and $t'$).

We finally note that the technique described in this section can be seen as a special (and simpler) example of private information retrieval (PIR) by keywords and securely evaluating a branching program. The work of Chor et al. [21] uses a data structure similar to the one described here which is obliviously navigated using a PIR scheme. Secure evaluation of branching programs has previously been considered in [56, 76]: unfortunately these protocols cannot be instantiated using OT-extension and therefore will not lead to practically efficient protocols (the security of these protocols is based on strong OT which, in a nutshell, requires the extra property that when executing several OTs in parallel, the receiver should not be able to correlate the answers with the queries beyond correlations which follow from the output).

**Full Protocol and Proof of Security.** We refer the reader to the original paper for a formal description of the full protocol and its proof of security.

### 4.3 Optimisations and extensions

#### 4.3.1 Point and permute

In our protocol the receiver must decrypt every ciphertext at every layer to identify the correct one. This is suboptimal both because of the number of decryptions and because encryptions that have efficiently verifiable range necessarily have longer ciphertexts. This overhead can be removed using the standard **point-and-permute technique** [9] which was introduced in the context of garbled circuits. Using this technique we can add to each key in each layer a pointer to the ciphertext in the next layer which can be decrypted using this key. This has no impact on security.

#### 4.3.2 One-time pad

It is possible to reduce the communication complexity of our protocol by using one-time pad encryption in the last $\log s$ layers of the graph, in the setting where the output values $\gamma^0, \gamma^1$ are such that $|\gamma^b| < s$. For instance, if the output values are bits (in case we combine our PSM with a GMW-style protocol),

---

$^{11}$The only exception is the first OT execution where just two keys are used as input.
then the keys (and therefore the ciphertexts) used in the last layer of the graph only need to be 1 bit long. Unfortunately, since the keys in the second to last layer are used to mask up to two keys in the last layer, the keys in the second to last layer must be of length 2 and so on, which is why this optimisation only gives benefits in the last \( \log s \) layer of the graph.

### 4.3.3 PSM with secret shared input

Our PSM protocol produces an output which can be post-processed using other 2PC protocols. It is natural to ask whether it is possible to design efficient PSM protocols that also work on encrypted or secret-shared inputs. We note here that our protocol can also be used in the setting in which the input string \( x \) is *bit-wise secret-shared* between the sender and the receiver i.e., the receiver knows a share \( r \) and the sender knows a share \( s \) s.t., \( r \oplus s = x \). The protocol does not change for the receiver, who now inputs the bits of \( r = r_1, \ldots, r_l \) to the \( \lambda \) one-out-of-two OTs (instead of the bits of \( x \) as in the original protocol). The sender, at each layer \( i \), will follow the protocol as described above if \( s_i = 0 \) and instead swap the inputs to the OT if \( s_i = 1 \). It can be easily verified that the protocol still produces the correct result and does not leak any extra information.

### 4.3.4 Keyword search

Our PSM protocol outputs an encryption of a bit indicating whether \( x \in Y \) or not. The protocol can be easily modified to output a value dependent on \( x \) itself and therefore implement “encrypted keyword search”. That is, instead of having only two output strings \( y^1, y^0 \) representing membership and non-membership respectively, we can have \( |Y| + 1 \) different output strings (one for each element \( y \in Y \) and one for non-membership). This can be used for instance in the context where \( Y \) is a database containing id’s \( y \) and corresponding values \( v(y) \), and the output of the protocol should be an encryption of the value \( v(x) \) if \( x \in Y \) or a standard value \( v(\perp) \) if \( x \notin Y \). The modification is straightforward: instead of using all the keys in the last layer of the graph to encrypt the same value \( y^1 \), use each key \( k_i \) to encrypt the corresponding value \( v(y) \) and the sink key (which is used to encrypt \( y^0 \) in our protocol) to encrypt the value \( v(\perp) \).

### 4.3.5 PSI from PSM

We can follow the same approach of Phasing [88, 90] to turn our PSM protocol into a protocol for PSI. Given a receiver with input \( X \) and a sender with input \( Y \) the trivial way to construct PSI from PSM is to run \( |X| \) copies of PSM, where in each execution the receiver inputs a different \( x \) from \( X \) and where the sender always inputs her entire set \( Y \). As described above, the complexity of our protocol (as the complexity of Phasing) is proportional in the size of \( |Y| \), so this naïve approach leads to quadratic complexity \( O(|X| \cdot |Y|) \). Phasing deals with this using hashing i.e., by letting the sender and the receiver locally preprocess their inputs \( X, Y \) before engaging in the PSM protocols. The different hashing techniques are explained and analysed in [91, Section 3]. We present the intuitive idea and refer to their paper for details: in Phasing the receiver uses Cuckoo hashing to map \( X \) into a vector \( X' \) of size \( \ell = O(|X|) \) such that all elements of \( X \) are present in \( X' \) and such that every \( x' \in X' \) is either an element of \( X \) or a special \( \perp \) symbol. The sender instead maps her set \( Y \) into \( \ell = |X'| \) small buckets \( Y'_1, \ldots, Y'_\ell \) such that every element \( y \in Y \) is mapped into the “right bucket” i.e., the hashing has the property that if \( y = x'_i \) for some \( i \) then \( y \) will end up in bucket \( Y'_i \) (and potentially in a few other buckets). Now Phasing uses the underlying PSM protocol to check whether \( x'_i \) is a member of \( Y'_i \) (for all \( i \)'s), thus producing the desired result. The overall protocol complexity is now \( O(\sum_{i=1}^{\ell} |X'| \cdot |Y'_i|) \) which (by careful choice
of the hashing parameters) can be made linear in input size i.e., the overall protocol has complexity $O(|X| + |Y|)$.

Since this technique is agnostic of the underlying PSM protocol, we can apply the same technique to our PSM protocol to achieve a PSI protocol that produces encrypted output.

### 4.4 Applications

The major advantage provided by IT$^c$ is that the output of the receiver can be an arbitrary value chosen by the sender as a function of $x$ for each value $x \in Y \cup \{\bot\}$. This is in contrast with most of the approaches for set membership, where the value obtained by the receiver is a fixed value (e.g. 0) when $x \in Y$, or some random value otherwise. We now provide two examples of how our protocol can be used to implement more complex secure set operations. The examples show some guiding principles that can be used to design other applications based on our protocol.

Without loss of generality in the following applications only the receiver will learn the output of the computation. Moreover we assume that the size of $X$ and $Y$ is equal to the same value $M$.

Also for simplicity we will describe our application using the naïve PSI from PSM construction with quadratic complexity, but using the PSZ approach, as described in Sec. 4.3, it is possible to achieve linear complexity using hashing techniques. Finally, in both our applications we exploit the fact that additions can be performed locally (and for free) using secret-sharing based 2PC. In applications in which round complexity is critical, the protocols can be redesigned using garbled circuits computing the same functionality, since the garbled circuit can be sent from the sender to the other messages of the protocol. However in this case additions have to be performed inside the garbled circuit.

#### 4.4.1 Computing statistics of the private intersection

Here we want to construct a protocol where sender and receiver have as input two sets, $X$ and $Y$ respectively, and want to compute some statistics on the intersections of their sets. For instance the receiver has a list of id’s $X$ and that the sender has a list of of id’s $Y$ and some corresponding values $v(Y)$ (thus we use the variant of our protocol for keyword search described in Section 4.3). At the end of the protocol the receiver should learn the average of $v(X \cap Y)$ (and not $|X \cap Y|$).

The main idea is the following: the sender and the receiver run $M$ executions of our protocol where the receiver inputs a different $x_i$ from $X$ in each execution. The sender always inputs the same set $Y$, and chooses the $|Y| + 1$ outputs $\gamma_i^Y$ for all $y \in Y \cup \{\bot\}$ for all $i = 1, \ldots, M$ in the following way: $\gamma_i^Y$ is going to contain two parts, namely an arithmetic secret sharing of the bit indicating whether $x_i \in Y$ and an arithmetic secret sharing of the value $v(y)$. The arithmetic secret sharing will be performed using a modulo $N$ large enough such that $N > M$ and $N > M \cdot V$ where $V$ is some upper bound on $v(y)$ so to be sure that no modular reduction will happen when performing the addition of the resulting shares. Concretely the sender sets $\gamma_i^y = (-u_i^1 + 1 \mod N, -v_i^1 + v(y) \mod N)$ for all $y \in Y$ and $\gamma_i^{\bot} = (-u_i^2 \mod N, -v_i^2 \mod N)$. After the protocol the receiver defines her shares $u_i^1, v_i^1$ to be the shares contained in her output of the PSM protocol, and then both parties add their shares locally to obtain secret sharing of the size of the intersection and of the sum of the values i.e., $U^1 = \sum u_i^1$, $V^1 = \sum v_i^1$, $U^2 = \sum u_i^2$, and $V^2 = \sum v_i^2$. Now the parties check if $(U^1, U^2)$ is a sharing of 0 and, if not, they compute and reveal

---

12 We recall that this technique yields to a protocol with a failure probability that is small (so the protocol it is valid from a practical point of view), but not negligible.

13 We assume this only to simplify the protocol description, indeed our protocol can be easily instantiated when the two sets have different size.
the result of the computation $V_1 + V_2 / U_1 + U_2$. Both these operations can be performed using efficient two-party protocols for comparison and division such as the one in [101, 29].

### 4.4.2 Threshold PSI

In this example we design a protocol $\Pi^t = (P^t_1, P^t_2)$ that securely computes the functionality $F^t = (F^t_1, F^t_2)$ where

$$F^t_1 : \{\{0, 1\}\}^M \times \{\{0, 1\}\}^M \rightarrow \perp$$

and

$$F^t_2 : \{\{0, 1\}\}^M \times \{\{0, 1\}\}^M \rightarrow \{\{0, 1\}\}^+$$

$$(S_1, S_2) \mapsto \begin{cases} S_1 \cap S_2 & \text{if } |S_1 \cap S_2| \geq t \\ \perp & \text{otherwise} \end{cases}$$

That is, the sender and the receiver have on input two sets, $S_1$ and $S_2$ respectively, and the receiver should only learn the intersection between these two sets if the size of the intersection is greater or equal than a fixed (public) threshold value $t$. In the case that the size of the intersection is smaller that $t$, then no information about $S_1$ is leaked to $P^t_2$ and no information about $S_2$ is leaked to $P^t_1$. (This notion was recently considered in [49] in the context of privacy-preserving ride-sharing).

As in the previous example, the sender and the receiver run $M$ executions of our protocol where the receiver inputs a different $x_i$ from $S_2$ in each execution. The sender always inputs the same set $S_1$, and chooses the two outputs $\gamma_0^t, \gamma_1^t$ in the following way: $\gamma_b^t$ is going to contain two parts, namely an arithmetic secret sharing of 1 if $x_i \in Y$ or 0 otherwise, as well as encryption of the same bit using a key $k$. The arithmetic secret sharing will be performed using a modulus larger than $M$, so that the arithmetic secret sharings can be added to compute a secret-sharing of the value $|S_1 \cap S_2|$ with the guarantee that no overflow will occur. Then, the sender and the receiver engage in a secure-two-party computation of a function that outputs the key $k$ to the receiver if and only if $|S_1 \cap S_2| > t$. Therefore, if the intersection is larger than the threshold now the receiver can decrypt the ciphertext part of the $\gamma$ values and learn which elements belong to the intersection. The required 2PC is a simple comparison with a known value (the threshold is public) which can be efficiently performed using protocols such as [45, 70].
Chapter 5

Oblivious Querying of a Distributed Database

5.1 Introduction

We consider the setting where two companies, represented by two servers, hold a very large, secret-shared database. The data in this database itself is confidential, but also of potential value to other organisations. For this reason the companies wish to allow third parties to do certain kinds of approved computation on small samples of the data, in return for payment. However, which specific elements in the database are computed on is in itself private, i.e., can be considered a third party’s private input, and thus may not be leaked to the companies holding the shared database. Furthermore, the data held in this shared database might be personal, and perhaps even unknown to either of the two hosting companies (since the entries are secret-shared), making it all the more vital to ensure that neither of the two hosting companies should learn which specific data elements are being computed on by a third party. In this chapter we show how to construct an efficient scheme for this kind of computation. In particular our focus is on reducing the communication and computation required by the client, to such an extent that the approach could be run as an app or in a web-browser. We achieve a solution that does not require asymmetric cryptography (outside of the underlying MPC computation) and communication and computation for the clients which is independent of the size of the database.

Even though we are agnostic to how the shared database came to be, one possible way could be as a combination of two different companies holding different info on the same entities. Specifically this means that we assume two companies (servers) $A$ and $B$ have a vertical sharing of a database where they both are aware of some primary key of all their data entries. For concreteness we might consider $A$ and $B$ to be companies with a large, common customer database, each holding different information on their customers. $A$ could for example hold certain kinds of medical information and $B$ could be a fitness tracking company holding information about customers’ fitness habits. The companies determine their common customers, using an efficient private set intersection protocol [96], and afterwards create a sharing of their combined database on common customers. As a querying third party, we might consider a scientist or insurance company that wish to compute some statistics on a single person or subset of these people. If $A$ and $B$ are allowed to learn which data points to use for the computation, then solving this issue is trivial since a querying third party can simply request in plain what data points it wishes to use. This becomes non-trivial when we wish to hide the access pattern from the servers $A$ and $B$. Since these learn the exact computation done and know the primary keys of each database entry, leaking the access patterns is highly undesirable. This is especially so if we consider a scenario
in which A and B provide a service to many different third parties; by correlating the access patterns of different third parties, the servers can gain a lot of information about which records are being queried. For this specific use case, it would of course also be necessary to provide some sort of external consent management to ensure that the querying third party does not illegitimately request computation of data subjects which have not given their consent. However, another relevant setting where consent is not needed, is one where both company A and B hold distinct information about certain specific geographic locations. For example A might be a surveying company holding information about the demographics of visitors of a certain place. B might hold info about commercial outlets in that area, e.g., profits, business peak times, etc. A third party might want to find the best location for an outlet catering for a specific demographic within a certain region.

In the following we will present a protocol for solving this issue assuming A and B do not collude and that no querying party colludes with A or B. However, any amount of querying third parties can collude without compromising the security of the scheme. The protocol only requires a PRF, a black-box MPC protocol (for the underlying MPC computation) and a PRP where specific entries can be queried efficiently, working over a small domain. The protocol provides semi-honest correctness, but maliciously secure privacy (assuming the underlying MPC protocol also provides this). We will implement and benchmark our scheme in deliverable 4.4.

5.2 Preliminaries

We let $\kappa$ be the (computational) security parameter. Let $N$ denote the amount of elements in the secret-shared database and $M$ denote the maximum amount of bits in each element in the database. We let $P$ be the amount of elements the client wishes to access and assume $P \ll N$. We assume access to an ideal MPC functionality and use the standard notation $[x]$ to denote a closed value in the MPC scheme and assume standard operations on such values can be computed in MPC. That is, $[x] \odot [y] = [x \odot y]$ where $\odot$ can be arithmetic operations.

We assume the setting of outsourced MPC [61], i.e., that a predetermined set of servers will handle the computation on behalf of a client. For simplicity we assume that the servers A and B holding the database are also the servers doing the MPC computation. It is trivial to achieve outsourced MPC in the semi-honest, non-colluding setting (with malicious privacy) by simply having the party outsourcing the computation construct an additive or XOR secret-sharing of its input and distribute the shares to the servers. The servers will use these shares as input and, in MPC, simply combine the shares and then do the actual computation. There are also several efficient approaches to achieve outsourced MPC in the fully malicious model only assuming black-box access to the underlying MPC scheme [57, 31]. Our scheme is agnostic to whether computation is over the binary field, a large field, or a ring. We assume for simplicity in the presentation that computation is over the binary field and use $\oplus$ to denote addition (XOR) and $\odot$ to denote multiplication (AND).

We also assume access to a pseudo-random function, sampled on a key $k \in \{0,1\}^\kappa$, working over input from $\mathbb{Z}_N$. Specifically, $\text{PRF} : \{0,1\}^\kappa \times \mathbb{Z}_N \rightarrow \{0,1\}^s$, where we use the notation $\text{PRF}_k(x) = y$ for $k \in \{0,1\}^\kappa, x \in \mathbb{Z}_N$ and $y \in \{0,1\}^s$. We assume PRF is efficiently computable and $y$ is computationally indistinguishable from a random string to a probabilistic polynomial time (in $\kappa$) distinguisher for a randomly sampled key $k$.

We assume access to a pseudo-random permutation sampled through a seed $s \in S$ where the cardinality of $S$, $|S| \geq 2^\kappa$, and working over the domain of the positive integers less than some arbitrary value $N$. Specifically $\text{PRP} : S \times \mathbb{Z}_N \rightarrow \mathbb{Z}_N$ is a mapping where, for each $s \in S$ it holds that PRP is a bijection on $\mathbb{Z}_N$, and we will use the notation $\text{PRP}_s(x) = y$ for $s \in S$ and $x, y \in \mathbb{Z}_N$. We require that it is
efficient, i.e., independent of the domain size $N$, to compute the permuted position of a single element. Furthermore for any probabilistic polynomial time distinguisher the probability of distinguishing between PRP and a uniformly random sampled distributed permutation over $\mathbb{Z}_N$ is negligible in $\kappa$.

5.3 The Protocol

The overall idea of our protocol for outsourced computation on a secret-shared database is to have the querying third party (from now on denoted the client) obliviously learn a one-time padding of each share of each of the elements in the database it wishes to access. For each of these shares we then have the server, whose share the client did not learn, learn the corresponding one-time padded value. Then the client can input each of the paddings and each server input each of the padded values. The paddings can then be removed under MPC.

More concretely to allow a client to learn the shares of server $A$ of some elements in the database the following protocol is executed: Server $A$ picks a PRF key $k$ and uses this to compute a one-time padding of its share of the database. After doing so, it picks a PRP seed $s$ and permutes the entire padded database. $A$ then sends the padded and permuted database to $B$ and the PRF key and PRP seed to the client. Using $k$ and $s$ the client can compute the paddings and the permuted indexes of each of the shares it wishes to use. It can then send the permuted indexes in plain to server $B$ since it does not know the permutation. This allows $B$ to input the padded shares into an MPC computation and the client to input the paddings. This is symmetric for the share of server $B$. We formally describe this flow in Protocol 5 using $a_i$ to denote the shares of element $i \in [N]$ in the database for server $A$. For this protocol description we denote the indexes the client wishes to obliviously retrieve the content for as $i_1, \ldots, i_{P}$ where it then holds that $i_i \in [N]$ for $i \in [P]$. 
Protocol 5 Oblivious Querying of a Distributed Database

Execute the following twice, s.t. each server acts as $A$ and $B$ once.

**Server $A(a_1,\ldots,a_N)$:**

- $k \in_R \{0,1\}^\kappa$ ▶ PRF key
- $s \in_R S$ ▶ PRP key
- $\forall i \leftarrow 1 \text{ to } N$
  - $\bar{a}_i \leftarrow \text{PRF}_k(i) \oplus a_i$ ▶ Compute padded value
  - $\bar{a}_i \leftarrow \text{PRP}_s(i)$ ▶ Compute permuted and padded value
- return $(k,s)$ to the client
- return $(\hat{a}_1,\ldots,\hat{a}_N)$ to server $B$

**Client$(\iota_1,\ldots,\iota_P)$:**

- Receive $(k,s)$ from server $A$
- $\forall i \leftarrow 1 \text{ to } P$
  - $\bar{c}_i \leftarrow \text{PRF}_k(\iota_i)$ ▶ Compute padding
  - $\hat{c}_i \leftarrow \text{PRP}_s(\iota_i)$ ▶ Permute padding
  - Input $\hat{c}_i$ into the MPC to get $[\hat{c}_i]$. 
- return $(\hat{a}_1,\ldots,\hat{a}_N)$ to server $B$

**Server $B$():**

- Receive $(\hat{a}_1,\ldots,\hat{a}_N)$ from server $A$
- Receive $(\hat{\iota}_1,\ldots,\hat{\iota}_P)$ from the client
- $\forall i \leftarrow 1 \text{ to } P$
  - $\hat{b}_i \leftarrow \hat{a}_{\hat{\iota}_i}$
  - Input $\hat{b}_i$ into the MPC to get $[\hat{b}_i]$.
- MPC($[\hat{c}_1],\ldots,[\hat{c}_P],[\hat{b}_1],\ldots,[\hat{b}_P]$):
  - $\forall i \leftarrow 1 \text{ to } P$
    - $[\hat{a}_i] \leftarrow [\hat{b}_i] \oplus [\hat{c}_i]$ ▶ Reconstruct the shares of server $A$ in MPC

5.3.1 Complexity and Efficiency

Before discussing the complexity and efficiency we note that the kind of pseudorandom permutation we require is not trivial to achieve efficiently using standard constructions. Specifically the issue is that standard constructions for pseudorandom permutations, such as AES, cannot be used as they work over a large domain. Fortunately we can turn to the field of Format Preserving Encryption for help. However, care must be taken to ensure that the specific construction used remains secure after the adversary has access to $\sqrt{(N)}$ queries of the PRP, which will be needed for our use-case. An option could for example be the scheme by Morris and Rogaway [77].

**Communication** We see that the communication between the servers is $2 \cdot N \cdot M$ bits, as each of them must send their padded shares to the other.

Server to client communication is limited to $O(\kappa)$ to retrieve the PRF key and PRP seed, plus the amount of communication to input the shares into the outsourced MPC protocol. This will be $2 \cdot P \cdot M$ bits.
Computation  We note that we don’t require the use of any asymmetric cryptographic primitives, but only very efficient symmetric primitives. The computation is however polynomial in $N \cdot M$ for each of the servers. Client-side computation however is only polynomial in $P \cdot M$.

Efficiency  We are able to obtain communication and computation independent of database size for the client. The servers only require linear communication and computation in the database size, with small constants. However, the biggest issue regarding efficiency is that the servers must execute the protocol every time a (possibly) new client runs a query.

5.3.2 Security

We will not formally prove security of our protocol here, but simply sketch how a simulator would work when we assume an ideal functionality that takes XOR shares of the database as input from $A$ and $B$ and indexes as input from a client, and computes a public MPC computation using the XOR of the shares of values the client has picked. We assume a malicious server is able to do input substitution of its shares and also perform an additive attack on the other server’s shares. Likewise, a malicious client is also allowed to introduce additive errors to its choice of input.

Corrupt server  We first notice that a server $A$ never learns anything since nothing is ever given as input to it from either server $B$ or the client, outside of the ideal outsourced MPC functionality. In particular the simulator extracts the seed and key from $A$’s communication to the client, and the padded database, from $A$’s communication to server $B$. Based on this it can compute the input which will be $A$’s share of the database. It can input this into the ideal functionality. We next look at server $B$. We see that $B$ does not send anything to either the client or server $A$, thus it cannot do anything maliciously. Concretely the simulator will pick uniformly random values and sent these to $B$ to act as the permuted and padded database. We note that this will be indistinguishable from what is sent in the real world by the security of the PRF function. On behalf of the client it will send random indexes which will be indistinguishable under the security of the PRP. The simulator then extracts the padded entries $B$ gives as input to the outsourced MPC computation. Using its knowledge of the permutation and the PRF key in can compute the additive error $B$ might make and use this as input on $B$’s behalf to the ideal functionality.

Corrupt client  We notice the client does not learn anything because it never sees anything based on the shares of the database. Concretely the simulator picks a uniformly random PRF key and seed for the PRP and sends these to the client. It then extracts the indexes selected by the client by computing the full permutation and looking up the values it sends to server $B$. The simulator will use these as input to the ideal functionality. Finally it computes the expected paddings to receive from the client using the PRF key and the extracted indexes. It then XORs this with the value the client actually sends to server $B$ and computes the additive difference, which it inputs to the ideal functionality.

Multiple clients  We note that a new permuted and padded database must be exchanged between the servers for each new client that wish to use the system. This is necessary since re-using the same permutation across clients would leak whether two clients accessed the same elements or not. Furthermore, any client colluding with a server could break the privacy of the other server which is a huge issue. Fixing this issue is not trivial and is something we will investigate in the future.
Chapter 6

Private Training of Decision Trees with Continuous Attributes

Here we give a brief overview of work on the secure training of decision trees. This work is to be submitted to the 41st IEEE Symposium on Security and Privacy (S&P 2020)\footnote{https://www.ieee-security.org/TC/SP2020/index.html}. To comply with the requirements for original and unpublished work we only provide an abstract here and refer to the paper-to-appear for the full description and details.

In this work we show how to train a decision tree securely from a database that is secret-shared among multiple mutually distrustful parties. We consider data with continuous (i.e. real-valued) attributes, and develop a secure version of a learning algorithm similar to the C4.5 or CART algorithms. Previous work only focused on decision tree learning with discrete attributes [36].

Our protocol is developed in the client-server model, where the data owners secret-share their data towards a given set of servers, whose majority we assume to be honest. These servers will run the actual computation. For the protocol, we do not make very particular assumptions about the underlying MPC engine, but instead assume general primitives like linear secret-sharing, multiplication, sampling secret-shared random bits, etc.

We assume a very general scenario, in which both the input and the output of the secure algorithm are secret-shared. This allows the training algorithm to be used in a fully oblivious pipeline—for example, the secret-shared output might consequently be used to provide secure inference to other clients.

Techniques We exploit the fact that even if we allow the data to have continuous values, which a priori might require fixed or floating point representations, the output of the tree learning algorithm only depends on the relative ordering of the data. By obliviously sorting the data we reduce the number of comparisons needed per node to $O(N \log^2 N)$ from the naive $O(N^2)$, where $N$ is the number of training records in the dataset, thus making the algorithm feasible for larger datasets. This does however introduce a problem when duplicate values occur in the dataset, but we manage to overcome this problem with a relatively cheap subprotocol.

We compute decision trees up to a fixed depth. Our protocol is split in three phases: first, we sort the data on each attribute. This is the most expensive single step for larger datasets, but only needs to be done once. Second, we compute each inner (non-leaf) node in the tree. This involves permuting values, computing Gini indices, and taking an argmax to find the best attribute and splitting point. Third and last, we compute the values for the leaf nodes.
We need to not only sort data, but we also need to obliviously apply the resulting permutation to a vector. For this reason we use (practically efficient) sorting networks, which have complexity $O(N \log^2 N)$ and depth $O(\log^2 N)$. Since the resulting permutation needs to be applied once for every node in the tree, we show how to convert the resulting network into a permutation network with $O(N \log N)$ gates and $O(\log N)$ depth.

**Implementation**  We implement our algorithm in the MP-SPDZ framework. This framework has many different MPC protocols under the hood. Since secure comparisons are the bottleneck in our protocol, we choose to focus on arithmetic modulo $2^{64}$, which has been shown to lead to faster comparisons [32]. Our benchmarks demonstrate that our approach scales to practical sizes of datasets. We also apply our training algorithm to a real dataset from a large scale medical use case.

---

2https://github.com/data61/MP-SPDZ
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